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#### Abstract

The languages accepted online by binary-state neural networks with rational weights have been shown to be context-sensitive when an extra analog neuron is added (1ANNs). In this paper, we provide an upper bound on the number of additional analog units to achieve Turing universality. We prove that any Turing machine can be simulated by a binary-state neural network extended with three analog neurons (3ANNs) having rational weights, with a linear-time overhead. Thus, the languages accepted offline by 3ANNs with rational weights are recursively enumerable, which refines the classification of neural networks within the Chomsky hierarchy.
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## 1 Introduction

The computational power of (recurrent) neural networks with the saturatedlinear activation function ${ }^{1}$ depends on the descriptive complexity of their weight parameters $[12,19]$. Neural nets with integer weights, corresponding to binarystate networks, coincide with finite automata $[1,3,4,8,16,21]$. Rational weights make the analog-state networks computationally equivalent to Turing machines $[4,14]$, and thus (by a real-time simulation [14]) polynomial-time computations of such networks are characterized by the complexity class P. Moreover, neural nets with arbitrary real weights can even derive "super-Turing" computational capabilities [12]. In particular, their polynomial-time computations correspond to the nonuniform complexity class P /poly while any input/output mapping (including undecidable problems) can be computed within exponential time [13]. In addition, a proper hierarchy of nonuniform complexity classes between P and $\mathrm{P} /$ poly has been established for polynomial-time computations of neural nets with increasing Kolmogorov complexity of real weights [2].

As can be seen, our understanding of the computational power of superrecursive (super-Turing) neural networks is satisfactorily fine-grained when changing from rational to arbitrary real weights. In contrast, there is still a gap between integer and rational weights which results in a jump from regular to recursively enumerable languages in the Chomsky hierarchy. In the effort of refining

[^0]the analysis of subrecursive neural nets we have introduced a model of binarystate networks extended with one extra analog-state neuron (1ANNs) [17], as already a few additional analog units allow for Turing universality [4, 14]. Although this model of 1ANNs has been inspired by theoretical issues, neural networks with different types of units/layers are widely used in practical applications, e.g. in deep learning [10] which also demands for the analysis.

In our previous work, we have characterized syntactically the class of languages accepted online by the 1ANNs [18] in terms of so-called cut languages [20]. The online input/output protocol means that a (potentially infinite) input word $\mathbf{x}$ is sequentially read symbol after symbol, each being processed with a constanttime overhead, while a neural network simultaneously signals via its output neuron whether the prefix of $\mathbf{x}$ that has been read so far, belongs to the underlying language $[3,21]$. By using this characterization we have shown that the languages recognized online by the 1ANNs with rational weights are context-sensitive, and we have presented explicit examples of such languages that are not context-free. In addition, we have formulated a sufficient condition when a 1ANN accepts only a regular language in terms of quasi-periodicity of its real weight parameters. For example, 1ANNs with weights from the smallest field extension $\mathbb{Q}(\beta)$ over rational numbers including a Pisot number $\beta=1 / w$ (e.g. $\beta \in \mathbb{Z}$ is an integer or the plastic constant $\beta=(\sqrt[3]{9-\sqrt{69}}+\sqrt[3]{9+\sqrt{69}}) / \sqrt[3]{18} \approx 1.324718)$ where $w$ is the self-loop weight of the analog unit, have only a power of finite automata. These results refine the classification of subrecursive neural networks with the weights between integer and rational weights, within the Chomsky hierarchy.

A natural question arises concerning an upper bound on the number of extra analog units with rational weights that are sufficient for simulating a Turing machine. In this paper, we prove that any language accepted by a Turing machine in time $T(n)$ can be accepted offline by a binary-state neural network with three extra analog units (3ANNs) having rational weights in time $O(T(n))$. The offline input/output protocol assumes that an input word $\mathbf{x}$ of length $n$ is read by a neural network at the beginning of a computation, either sequentially symbol after symbol in time $O(n)$, or $\mathbf{x}$ is already encoded in an initial state of an analog unit. The neural network then carries out its computation until it possibly halts and decides whether $\mathbf{x}$ belongs to the underlying language, which is indicated by its output neurons [14]. Thus, for rational weights, the languages accepted online by 1ANNs or offline by 3ANNs are context-sensitive or recursively enumerable, respectively, while the classification of offline 1ANNs or even 2ANNs (with two analog units) within the Chomsky hierarchy remains open for further research.

The proof exploits the classical technique of implementing two stacks of a pushdown automaton by two analog units, which is a model equivalent to Turing machine, including the encoding of stack contents based on a Cantor-like set [14]. In order to minimize the number of analog neurons, the first stack allows only for the push operation while the second one realizes the top and pop operations. To compensate for these restrictions, the third analog unit is introduced which is used to swap the contents of these two stacks by adding and subtracting their codes appropriately.

The paper is organized as follows. In Section 2, we introduce a formal model of binary-state neural networks with three extra analog units. Section 3 shows a simulation of Turing machine by a 3ANN with rational weights. We present some open problems in Section 4.

## 2 Neural Networks with Three Analog Units

In this section, we specify a formal computational model of binary-state neural networks with three extra analog units (shortly, 3ANN), $\mathcal{N}$, which will be used for simulating a Turing machine. The network $\mathcal{N}$ consists of $s \geq 3$ units (neurons), indexed as $V=\{1, \ldots, s\}$. All the units in $\mathcal{N}$ are assumed to be binary-state (shortly binary) neurons except for the first three neurons $1,2,3 \in V$ which are analog-state (shortly analog) units. The neurons are connected into a directed graph representing an architecture of $\mathcal{N}$, in which each edge $(i, j) \in V^{2}$ leading from unit $i$ to $j$ is labeled with a real weight $w(i, j) \in \mathbb{R}$. The absence of a connection within the architecture corresponds to a zero weight between the respective neurons, and vice versa. The computational dynamics of $\mathcal{N}$ determines for each unit $j \in V$ its state (output) $y_{j}^{(t)}$ at discrete time instants $t=0,1,2, \ldots$. The outputs $y_{1}^{(t)}, y_{2}^{(t)}, y_{3}^{(t)}$ from analog units $1,2,3 \in V$ are real numbers from the unit interval $\mathbb{I}=[0,1]$, whereas the states $y_{j}^{(t)}$ of the remaining $s-3$ neurons $j \in V \backslash\{1,2,3\}$ are binary values from $\{0,1\}$. This establishes the network state $\mathbf{y}^{(t)}=\left(y_{1}^{(t)}, y_{2}^{(t)}, y_{3}^{(t)}, y_{4}^{(t)}, \ldots, y_{s}^{(t)}\right) \in \mathbb{I}^{3} \times\{0,1\}^{s-3}$ at each discrete time instant $t \geq 0$.

Without loss of efficiency [9], we assume a synchronous fully parallel mode for notational simplicity. At the beginning of a computation, the neural network $\mathcal{N}$ is placed in an initial state $\mathbf{y}^{(0)} \in \mathbb{I}^{3} \times\{0,1\}^{s-3}$ which may also include an external input. At discrete time instant $t \geq 0$, an excitation of any neuron $j \in V$ is defined as $\xi_{j}^{(t)}=\sum_{i=0}^{s} w(i, j) y_{i}^{(t)}$, including a real bias value $w(0, j) \in \mathbb{R}$ which can be viewed as the weight from a formal constant unit input $y_{0}^{(t)}=1$ for every $t \geq 0$ (i.e. $0 \in V$ ). At the next instant $t+1$, all the neurons $j \in V$ compute their new outputs $y_{j}^{(t+1)}$ in parallel by applying an activation function $\sigma_{j}: \mathbb{R} \longrightarrow \mathbb{I}$ to $\xi_{j}^{(t)}, y_{j}^{(t+1)}=\sigma_{j}\left(\xi_{j}^{(t)}\right)$. The analog units $j \in\{1,2,3\}$ employ the saturated-linear function $\sigma_{j}(\xi)=\sigma(\xi)$ where

$$
\sigma(\xi)= \begin{cases}1 & \text { for } \xi \geq 1  \tag{1}\\ \xi & \text { for } 0<\xi<1 \\ 0 & \text { for } \xi \leq 0\end{cases}
$$

while for neurons $j \in V \backslash\{1,2,3\}$ with binary states $y_{j} \in\{0,1\}$, the Heaviside activation function $\sigma_{j}(\xi)=H(\xi)$ is used where

$$
H(\xi)= \begin{cases}1 & \text { for } \xi \geq 0  \tag{2}\\ 0 & \text { for } \xi<0\end{cases}
$$

In this way, the new network state $\mathbf{y}^{(t+1)} \in \mathbb{I}^{3} \times\{0,1\}^{s-3}$ at time $t+1$ is determined.

The computational power of neural networks has been studied analogously to the traditional models of computations so that the networks are exploited as acceptors of formal languages $L \subseteq \Sigma^{*}[19]$. For simplicity, we assume the binary alphabet $\Sigma=\{0,1\}$ and we use the following offline input/output protocol [14]. For a finite network $\mathcal{N}$, an input word (string) $\mathbf{x}=x_{1} \ldots x_{n} \in\{0,1\}^{n}$ of arbitrary length $n \geq 0$ can be encoded by the initial state of the analog input unit inp $\in$ $\{1,2,3\}$, using the encoding $\gamma^{\prime}:\{0,1\}^{*} \longrightarrow \mathbb{I}$, that is,

$$
\begin{equation*}
y_{\mathrm{inp}}^{(0)}=\gamma^{\prime}\left(x_{1} \ldots x_{n}\right) \tag{3}
\end{equation*}
$$

We assume that the encoding $\gamma^{\prime}$ could be evaluated by $\mathcal{N}$ in linear time $O(n)$ if $\mathbf{x}$ is read online and stored, bit after bit, in the state of inp. After $\mathcal{N}$ carries its computation deciding about the input word whether it belongs to $L$ within the computational time of $T(n)$ updates, $\mathcal{N}$ halts and produces the result, which is indicated by the two neurons halt, out $\in V$ as

$$
y_{\text {halt }}^{(t)}=\left\{\begin{array}{ll}
1 & \text { if } t=T(n)  \tag{4}\\
0 & \text { if } t \neq T(n)
\end{array} \quad y_{\text {out }}^{(T(n))}= \begin{cases}1 & \text { if } \mathbf{x} \in L \\
0 & \text { if } \mathbf{x} \notin L\end{cases}\right.
$$

Note that the computation of $\mathcal{N}$ over $\mathbf{x}$ may not terminate. We say that a language $L \subseteq\{0,1\}^{*}$ is accepted by $3 A N N \mathcal{N}$, which is denoted by $L=\mathcal{L}(\mathcal{N})$ if for any input word $\mathbf{x} \in\{0,1\}^{*}, \mathbf{x} \in L$ iff $\mathcal{N}$ halts and accepts $\mathbf{x}$.

## 3 Simulating a Turing Machine

The following theorem shows how to simulate a Turing machine by a 3ANN with rational weights and a linear-time overhead.

Theorem 1. Given a Turing machine $\mathcal{M}$ that accepts a language $L=\mathcal{L}(\mathcal{M})$ in time $T(n)$, there is a $3 A N N \mathcal{N}$ with rational weights, which accepts the same language $L=\mathcal{L}(\mathcal{N})$ in time $O(T(n))$.

Proof. Without loss of generality, we assume that a given Turing machine $\mathcal{M}$ satisfies the following technical conditions. Its tape is arbitrarily extendable to the left and to the right, and the tape alphabet is $\{0,1\}$ which is sufficient for encoding the blank symbol uniquely (e.g. each symbol is encoded by two bits) so that there is the infinite string $0^{\omega}$ to the left and to the right of the tape. At startup, $\mathcal{M}$ begins with an input word $\mathbf{x}=x_{1} \ldots x_{n} \in\{0,1\}^{n}$ written on the tape so that $x_{1}$ is under the tape head.

We will construct a 3ANN $\mathcal{N}$ with the set of neurons $V$, simulating the Turing machine $\mathcal{M}$ by using two stacks $s_{1}$ and $s_{2}$. One stack holds the contents of the tape to the left of the head of $\mathcal{M}$ while the other stack stores the right part of the tape. We assume that the first stack $s_{1}$ implements only the push $(b)$ operation adding a given element $b$ to the top of $s_{1}$, whereas the second stack
$s_{2}$ allows only for the top and pop operation which reads and removes the top element of $s_{2}$, respectively. In addition, the top element of $s_{2}$ models a symbol currently under the head of $\mathcal{M}$. In order to compensate for these restriction, we introduce the swap operation which exchanges the contents of $s_{1}$ and $s_{2}$, while the control unit remembers in its current state which part of the tape contents $c_{\text {cur }} \in\{L, R\}$, either to the left of the head for $c_{\text {cur }}=L$ or to the right for $c_{\mathrm{cur}}=R$, is stored in the second stack $s_{2}$.

We show how to implement one instruction of $\mathcal{M}$ by using the two stacks $s_{1}$ and $s_{2}$ and their operations push $(b)$, top, pop, and swap. The transition function $\delta$ of $\mathcal{M}$ specifies for its current state $q_{\text {cur }}$ and for a symbol $x$ under the head, its new state $q_{\text {new }}$, a symbol $b$ to overwrite $x$, and a direction $d \in\{L, R\}$ for the tape head to move, which is either to the left for $d=L$ or to the right for $d=R$, that is, $\delta\left(q_{\text {cur }}, x\right)=\left(q_{\text {new }}, b, d\right)$. The transition from $q_{\text {cur }}$ to $q_{\text {new }}$ is realized by the control unit, while the tape update takes place in the stacks, for which we distinguish two cases, a so-called short and long instruction.

The short instruction applies when $d=c_{\text {cur }}$. In this case, the two operations

$$
\begin{equation*}
\operatorname{push}(b) ; \text { pop } \tag{5}
\end{equation*}
$$

implement the corresponding update of the tape contents so that $x$ under the head of $\mathcal{M}$ is overwritten by $b$, the head moves to a new symbol which is next in the desired direction $d$ and appears at the top of $s_{2}$, while $c_{\mathrm{new}}=c_{\mathrm{cur}}$ is preserved. For the long instruction when $d \neq c_{\text {cur }}$, the following sequence of five operations
push(top); pop; swap; push(b); pop
is employed where the first two operations push(top); pop shift the current symbol $x=$ top under the head of $\mathcal{M}$ from the top of $s_{2}$ to the top of $s_{1}$. Then the swap operation exchanges the contents of $s_{1}$ and $s_{2}$ so that $x$ is back at the top of $s_{2}$. Now, $c_{\text {new }}=d \neq c_{\text {cur }}$, which ensures the conversion to the previous case, and hence, the last two operations of (6) coincide with the short instruction (5).

The stacks $s_{1}$ and $s_{2}$ are implemented by analog neurons of $\mathcal{N}$ having the same name, $s_{1}, s_{2} \in V$. The contents $\mathbf{a}=a_{1} \ldots a_{p} \in\{0,1\}^{*}$ of stack $s_{k}$ for $k \in\{1,2\}$, where $a_{1}$ is the top element of $s_{k}$, is represented by the analog state of neuron $s_{k}$, using the encoding $\gamma:\{0,1\}^{*} \longrightarrow \mathbb{I}$,

$$
\begin{equation*}
y_{s_{k}}=\gamma\left(a_{1} \ldots a_{p}\right)=\sum_{i=1}^{p} \frac{2^{6}\left(a_{i}+1\right)-1}{\left(2^{7}\right)^{i+1}} \in\left[0, \frac{1}{2^{7}}\right) \subset \mathbb{I} . \tag{7}
\end{equation*}
$$

Note that the empty string $\varepsilon$ is encoded by zero. All the possible analog state values generated by the encoding (7) create a Cantor-like set so that two strings with distinct top symbols are represented by two sufficiently separated numbers [14]. In particular, for $\mathbf{a} \neq \varepsilon$, we have

$$
a_{1}= \begin{cases}0 & \text { if } \gamma\left(a_{1} \ldots a_{p}\right) \in\left[\frac{2^{6}-1}{2^{14}}, \frac{1}{2^{8}}\right)  \tag{8}\\ 1 & \text { if } \gamma\left(a_{1} \ldots a_{p}\right) \in\left[\frac{2^{7}-1}{2^{14}}, \frac{1}{2^{7}}\right),\end{cases}
$$

which can be used for reading the top element from the stack $s_{2}$ (which models a current tape symbol under the head of $\mathcal{M}$ ) by a binary neuron employing the Heaviside activation function (2):

$$
\begin{equation*}
\text { top }=1 \quad \text { iff } \quad-1+2^{8} y_{s_{2}} \geq 0 \tag{9}
\end{equation*}
$$

Furthermore, the push $(b)$ and pop operation can be implemented by the ana$\log$ neuron $s_{1}$ and $s_{2}$, respectively, employing the linear part of the activation function (1), as

$$
\begin{align*}
\operatorname{push}(b): y_{s_{1}}^{\mathrm{new}} & =\xi_{s_{1}}^{\mathrm{cur}}=\frac{2^{6}(b+1)-1}{2^{14}}+\frac{1}{2^{7}} \cdot y_{s_{1}}^{\mathrm{cur}} \\
& =\frac{2^{6}-1}{2^{14}}+\frac{1}{2^{8}} \cdot b+\frac{1}{2^{7}} \cdot y_{s_{1}}^{\mathrm{cur}} \in\left[0, \frac{1}{2^{7}}\right)  \tag{10}\\
\text { pop }: y_{s_{2}}^{\mathrm{new}} & =\xi_{s_{2}}^{\mathrm{cur}}=\frac{1-2^{6}(\mathrm{top}+1)}{2^{7}}+2^{7} \cdot y_{s_{2}}^{\mathrm{cur}} \\
& =\frac{1-2^{6}}{2^{7}}-\frac{1}{2} \cdot \mathrm{top}+2^{7} \cdot y_{s_{2}}^{\mathrm{cur}} \in\left[0, \frac{1}{2^{7}}\right) \tag{11}
\end{align*}
$$

according to (7), where $y_{s_{k}}^{\text {new }}$ and $y_{s_{k}}^{\mathrm{cur}}\left(\xi_{s_{k}}^{\mathrm{cur}}\right)$ for $k \in\{1,2\}$, denotes the analog state (excitation) of neuron $s_{k}$, encoding the new and current contents of stack $s_{k}$, respectively.

According to [3], one can construct a binary-state (size-optimal) neural network $\mathcal{N}^{\prime}$ with integer weights that implements the finite control of Turing machine $\mathcal{M}$ (i.e. a finite automaton). In particular, $\mathcal{N}^{\prime}$ is a subnetwork of the 3ANN $\mathcal{N}$ with binary neurons in $V^{\prime} \subset V$, which evaluates the transition function $\delta$ of $\mathcal{M}$ within four time steps by using the method of threshold circuit synthesis [7] (cf. [16]). Moreover, one can ensure that $\mathcal{N}^{\prime}$ operates in the fully parallel mode by using the technique of [9]. Thus, $\mathcal{N}^{\prime}$ holds internally a current state $q_{\text {cur }}$ of $\mathcal{M}$ and receives a current symbol $x \in\{0,1\}$ under the tape head of $\mathcal{M}$ (which is stored at the top of stack $s_{2}$ ) via the neuron hd $\in V^{\prime}$ implementing the top operation. Then, $\mathcal{N}^{\prime}$ computes $\delta\left(q_{\text {cur }}, x\right)=\left(q_{\text {new }}, b, d\right)$ within four computational steps, replaces the current state $q_{\text {cur }}$ with $q_{\text {new }}$, and outputs a symbol $b \in\{0,1\}$ to overwrite $x$, via the neuron ow $\in V^{\prime}$. In addition, $\mathcal{N}^{\prime}$ holds a current value of $c_{\text {cur }} \in\{L, R\}$ which together with the calculated direction of head move $d \in\{L, R\}$, decides if a short or long instruction applies, depending on whether or not $c_{\text {cur }}=d$.

At the beginning of a computation, $\mathcal{N}^{\prime}$ holds the initial state of $\mathcal{M}$ and the stacks $s_{1}, s_{2}$ contain the initial tape contents including an input word $\mathbf{x}=$ $x_{1} \ldots x_{n} \in\{0,1\}^{n}$ which is encoded by the input neuron inp $=s_{2}$ according to (3) and (7). Thus, $y_{s_{1}}^{(0)}=\gamma\left(0^{\omega}\right)=\sum_{i=1}^{\infty} \frac{2^{6}-1}{\left(2^{7}\right)^{i+1}}=\frac{2^{6}-1}{2^{7}\left(2^{7}-1\right)}=\frac{63}{16256} \in\left[0, \frac{1}{2^{7}}\right)$ and $y_{s_{2}}^{(0)}=\gamma^{\prime}(\mathbf{x})=\gamma\left(\mathbf{x} 0^{\omega}\right)=\sum_{i=1}^{n} \frac{2^{6}\left(x_{i}+1\right)-1}{\left(2^{7}\right)^{i+1}}+\frac{2^{6}-1}{2^{n+1}\left(2^{7}-1\right)} \in\left[0, \frac{1}{2^{7}}\right)$, which $\mathcal{N}$ could evaluate in linear time $O(n)$ by using (10).

One computational step of $\mathcal{M}$ is simulated within one macrostep of $\mathcal{N}$ which takes 7 computational steps for a short instruction, while a long one consumes 18 steps of $\mathcal{N}$. Hereafter, the computational time $t$ of $\mathcal{N}$ is related to the
macrostep. At the beginning of the macrostep when $t=0$, the states of analog neurons $s_{1}, s_{2}$ encode the stack contents according to (7), that is, $y_{s_{k}}^{(0)}=z_{k} \in$ $\left[0, \frac{1}{2^{7}}\right)$ for $k \in\{1,2\}$. Then, $\mathcal{N}^{\prime}$ reads the top element of $s_{2}$ via the neuron hd $\in V^{\prime}$ at time instant $t=1$ of the macrostep, which is implemented by the integer weights

$$
\begin{equation*}
w(0, \mathrm{hd})=-1, \quad w\left(s_{2}, \mathrm{hd}\right)=2^{8} \tag{12}
\end{equation*}
$$

implying $y_{\text {hd }}^{(1)}=$ top by (9). On the other hand, $\mathcal{N}^{\prime}$ outputs a symbol $b \in\{0,1\}$ to overwrite the current tape cell under the head via the neuron ow $\in V^{\prime}$ either at time instant $t=6$ for a short instruction (i.e. $y_{\mathrm{ow}}^{(6)}=b$ ), or at time instant $t=17$ for a long one (i.e. $y_{\mathrm{ow}}^{(17)}=b$ ), whereas the state of ow $\in V^{\prime}$ is 0 at other times, thus producing the sequence $0^{5} b 0$ or $0^{16} b 0$, respectively.

We further extend $\mathcal{N}^{\prime}$ with the four control neurons $c_{1}, c_{2}, c_{3}, c_{4} \in V^{\prime}$ for synchronizing the stack operations. Within each macrostep of $\mathcal{N}$, the control neurons $c_{1}, c_{2}, c_{3}, c_{4}$ produce the four sequences of binary output values, either $1111111,1111011,1111111,0000010$ of length 7 for a short instruction, or $1^{4} 01^{13}$, $1^{15} 01^{2}, 1^{6} 01^{11}, 0^{5} 10^{10} 10$ of length 18 for a long instruction, respectively, which can easily be implemented by a finite automaton and incorporated within $\mathcal{N}^{\prime}$.

For realizing the stack operations, the binary neurons pop ${ }_{1}$, pop $_{2}$, bias $\in V$ and the third auxiliary analog unit $s_{3} \in V$ are introduced in $\mathcal{N}$. In Table 1, the incoming rational weights to the neurons in $V \backslash V^{\prime}$ are defined in the form of weight matrix with the entry $w(i, j) \in \mathbb{Q}$ in the $i$ th row and $j$ th column, where the analog neurons are separated from the binary ones by the double lines. For example, the weight of the connection from the control neuron $c_{1} \in V^{\prime}$ and from the analog neurons $s_{2}$ to $\operatorname{pop}_{1} \in V \backslash V^{\prime}$ is $w\left(c_{1}\right.$, pop $\left._{1}\right)=-2^{3}$ and $w\left(s_{2}, \operatorname{pop}_{1}\right)=2^{3}$, respectively, whereas the bias of $\operatorname{pop}_{1}$ is $w\left(0, \operatorname{pop}_{1}\right)=-1$.

We will verify the implementation of the long instruction including the short one, within one macrostep of $\mathcal{N}$ which is composed of 18 network state updates. The state evolution of neurons during the macrostep is presented in Table 2 which also shows the short instruction when the block bounded by the horizontal double lines corresponding to the time interval from $t=6$ to $t=16$ within the long instruction, is skipped. Moreover, alternatives for the short instruction are presented after the slash symbol, e.g. $t=17 / 6$ means the seventeenth/sixth computational step of the long/short instruction within the macrostep.

Observe that for every $t=1, \ldots, 18$ and $k \in\{1,2\}$,

$$
\begin{equation*}
y_{\operatorname{pop}_{k}}^{(t)}=0 \quad \text { if } \quad(k=1 \& t \neq 6) \text { or }(k=2 \& t \neq 17) \tag{13}
\end{equation*}
$$

since

$$
\begin{align*}
\xi_{\operatorname{pop}_{k}}^{(t-1)} & =w\left(0, \operatorname{pop}_{k}\right)+w\left(c_{k}, \operatorname{pop}_{k}\right) y_{c_{k}}^{(t-1)}+w\left(s_{2}, \operatorname{pop}_{k}\right) y_{s_{2}}^{(t-1)} \\
& =-1-2^{3} y_{c_{k}}^{(t-1)}+2^{3} y_{s_{2}}^{(t-1)} \tag{14}
\end{align*}
$$

by Table 1, reducing to $\xi_{\text {pop }_{k}}^{(t-1)}=-1-2^{3}+2^{3} y_{s_{2}}^{(t-1)}<0$ for $y_{c_{k}}^{(t-1)}=1$ which holds for $(k=1 \& t \neq 6)$ or $(k=2 \& t \neq 17)$. Similarly, we have

$$
\begin{equation*}
y_{\text {bias }}^{(t)}=1 \quad \text { iff } \quad y_{c_{3}}^{(t-1)}=0 \quad \text { iff } \quad t=8 \quad \text { for every } t=1, \ldots, 18, \tag{15}
\end{equation*}
$$

Table 1. The weight matrix with $w(i, j)$ in the $i$ th row and $j$ th column for $j \in V \backslash V^{\prime}$

|  | pop $_{1}$ | pop $_{2}$ | bias | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -1 | -1 | 0 | 0 | 0 | $\frac{1}{4}$ |
| ow | 0 | 0 | 0 | $\frac{1}{2^{8}}$ | 0 | 0 |
| $c_{1}$ | $-2^{3}$ | 0 | 0 | 0 | 0 | 0 |
| $c_{2}$ | 0 | $-2^{3}$ | 0 | 0 | 0 | 0 |
| $c_{3}$ | 0 | 0 | -1 | 0 | 0 | -5 |
| $c_{4}$ | 0 | 0 | 0 | $\frac{2^{6}-1}{2^{14}}$ | $\frac{1-2^{6}}{2^{7}}$ | 0 |
| pop $_{1}$ | 0 | 0 | 0 | $\frac{1}{2^{8}}$ | $-\frac{1}{2}$ | 0 |
| pop $_{2}$ | 0 | 0 | 0 | 0 | $-\frac{1}{2}$ | 0 |
| bias $^{2}$ | 0 | 0 | 0 | $-\frac{1}{4}$ | $\frac{1}{4}$ | 0 |
| $s_{1}$ | 0 | 0 | 0 | $\frac{1}{2}$ | 0 | $-\frac{1}{4}$ |
| $s_{2}$ | $2^{3}$ | $2^{3}$ | 0 | 0 | 2 | 4 |
| $s_{3}$ | 0 | 0 | 0 | 1 | -1 | 0 |

because $\xi_{\text {bias }}^{(t-1)}=w\left(c_{3}\right.$, bias) $y_{c_{3}}^{(t-1)}=-y_{c_{3}}^{(t-1)} \geq 0$ iff $y_{c_{3}}^{(t-1)}=0$. Furthermore,

$$
\begin{equation*}
y_{s_{3}}^{(t)}=0 \quad \text { if } \quad t \neq 8 \quad \text { for every } t=1, \ldots, 18 \tag{16}
\end{equation*}
$$

since $\xi_{s_{3}}^{(t-1)}=w\left(0, s_{3}\right)+w\left(c_{3}, s_{3}\right) y_{c_{3}}^{(t-1)}+w\left(s_{1}, s_{3}\right) y_{s_{1}}^{(t-1)}+w\left(s_{2}, s_{3}\right) y_{s_{2}}^{(t-1)}=$ $\frac{1}{4}-5 y_{c_{3}}^{(t-1)}-\frac{1}{4} y_{s_{1}}^{(t-1)}+4 y_{s_{2}}^{(t-1)}$ which implies $\xi_{s_{3}}^{(t-1)}<0$ for $y_{c_{3}}^{(t-1)}=1$ holding for $t \neq 8$.

For a given symbol under the head of $\mathcal{M}$ held in $y_{\mathrm{hd}}^{(1)}$ at time instant $t=1$ according to (12), the binary-state subnetwork $\mathcal{N}^{\prime}$ evaluates the transition function $\delta$ of $\mathcal{M}$ during four computational steps for $t=2,3,4,5$, deciding whether a long or short instruction occurs, which is indicated through the state $y_{c_{1}}^{(5)}$ of control neuron $c_{1}$ at time instant $t=5$, that is, $y_{c_{1}}^{(5)}=0$ iff a long instruction applies. In the meantime, the state of analog unit $s_{k}$ for $k \in\{1,2\}$, starting with $y_{s_{k}}^{(0)}=z_{k} \in\left[0, \frac{1}{2^{7}}\right)$, is multiplied by its self-loop weight $w\left(s_{k}, s_{k}\right)$ at each time instant $t=1, \ldots, 6$, producing

$$
y_{s_{k}}^{(t)}=w\left(s_{k}, s_{k}\right)^{t} z_{k}=\left\{\begin{array}{ll}
\frac{z_{1}}{2^{t}} \in\left[0, \frac{1}{2^{t+7}}\right) & \text { if } k=1  \tag{17}\\
2^{t} z_{2} \in\left[0, \frac{1}{2^{7-t}}\right) & \text { if } k=2
\end{array} \text { for } t=0, \ldots, 6\right.
$$

since $y_{\mathrm{ow}}^{(t)}=y_{c_{4}}^{(t)}=y_{\mathrm{pop}_{1}}^{(t)}=y_{\mathrm{pop}_{2}}^{(t)}=y_{\text {bias }^{(t)}}=y_{s_{3}}^{(t)}=0$ for every $t=0, \ldots, 5$ due to (13), (15), and (16).

For a long instruction, we have $y_{c_{1}}^{(5)}=0$ which implies

$$
\begin{equation*}
\xi_{\text {pop }_{1}}^{(5)}=-1-2^{3} y_{c_{1}}^{(5)}+2^{3} y_{s_{2}}^{(5)}=-1+2^{8} z_{2} \tag{18}
\end{equation*}
$$

Table 2. The macrostep of $3 \mathrm{ANN} \mathcal{N}$ simulating one long/short instruction of TM $\mathcal{M}$

| $t$ | $\left\|y_{\text {hd }}^{(t)}\right\|$ | $y_{\text {ow }}^{(t)}$ | $\mid y_{c_{1}}^{(t)}$ | $\left\|y_{c_{2}}^{(t)}\right\|$ | $y_{c_{3}}^{(t)}$ | $\left\|y_{c_{4}}^{(t)}\right\|$ | $\left\|y_{\mathrm{pop}_{1}}^{(t)}\right\|$ | $y_{\text {pop }_{2}}^{(t)} \mid$ | $\left\|y_{\text {bias }}^{(t)}\right\|$ | $y_{s_{1}}^{(t)}$ | $y_{s_{2}}^{(t)}$ | $y_{s_{3}}^{(t)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $z_{1}$ | $z_{2}$ | 0 |
| 1 | top | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\frac{z_{1}}{2}$ | $2 z_{2}$ | 0 |
| 2 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\frac{z_{1}}{2^{2}}$ | $2^{2} z_{2}$ | 0 |
| 3 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\frac{z_{1}}{2^{3}}$ | $2^{3} z_{2}$ | 0 |
| 4 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\frac{z_{1}}{2^{4}}$ | $2^{4} z_{2}$ | 0 |
| 5 |  | 0 | 0/1 | $1 / 0$ | 1 | 0 | 0 | 0 | 0 | $\frac{z_{1}}{2^{5}}$ | $2^{5} z_{2}$ | 0 |
| 6 |  | 0 | 1 | 1 | 1 | 1 | top | 0 | 0 | $\frac{z_{1}}{2^{6}}$ | $2^{6} z_{2}$ | 0 |
| 7 |  | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | $z_{1}^{\prime}(19)$ | $z_{2}^{\prime}(20)$ | 0 |
| 8 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | $\frac{z_{1}^{\prime}}{2}$ | $2 z_{2}^{\prime}$ | $\frac{1}{4}-\frac{z_{1}^{\prime}}{4}+4 z_{2}^{\prime}$ |
| 9 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $4 z_{2}^{\prime}$ | $\frac{z_{1}^{\prime}}{4}$ | 0 |
| 10 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $2 z_{2}^{\prime}$ | $\frac{z_{1}^{\prime}}{2}$ | 0 |
| 11 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $z_{2}^{\prime}$ | $z_{1}^{\prime}$ | 0 |
| 12 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\frac{z_{2}^{\prime}}{2}$ | $2 z_{1}^{\prime}$ | 0 |
| 13 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\frac{z_{2}^{\prime}}{2^{2}}$ | $2^{2} z_{1}^{\prime}$ | 0 |
| 14 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\frac{z_{2}^{\prime}}{2^{3}}$ | $2^{3} z_{1}^{\prime}$ | 0 |
| 15 |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\frac{z_{2}^{\prime}}{2^{4}}$ | $2^{4} z_{1}^{\prime}$ | 0 |
| 16 |  | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | $\frac{z_{2}^{\prime}}{2^{5}}$ | $2^{5} z_{1}^{\prime}$ | 0 |
| 17/6 |  | $b$ | 1 | 1 | 1 | 1 | 0 | top | 0 | $\frac{z_{2}^{\prime}}{2^{6}} / \frac{z_{1}}{2^{6}}$ | 26 $z_{1}^{\prime} / 2^{6} z_{2}$ | 0 |
| $18 / 7 \equiv 0$ |  | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $\left\|z_{1}^{\prime \prime}(29)\right\|$ | $z_{2}^{\prime \prime}(30)$ | 0 |

according to (14) and (17). Hence, $y_{\mathrm{pop}_{1}}^{(6)}=$ top by (9), which gives

$$
\begin{align*}
y_{s_{1}}^{(7)}= & w\left(\mathrm{ow}, s_{1}\right) y_{\mathrm{ow}}^{(6)}+w\left(c_{4}, s_{1}\right) y_{c_{4}}^{(6)}+w\left(\mathrm{pop}_{1}, s_{1}\right) y_{\mathrm{pop}_{1}}^{(6)} \\
& +w\left(\operatorname{bias}_{1}, s_{1}\right) y_{\mathrm{bias}}^{(6)}+w\left(s_{1}, s_{1}\right) y_{s_{1}}^{(6)}+w\left(s_{3}, s_{1}\right) y_{s_{3}}^{(6)} \\
= & \frac{2^{6}-1}{2^{14}}+\frac{1}{2^{8}} \cdot \mathrm{top}+\frac{z_{1}}{2^{7}}=z_{1}^{\prime} \in\left[0, \frac{1}{2^{7}}\right) \tag{19}
\end{align*}
$$

by Table 1, since $y_{\mathrm{ow}}^{(6)}=y_{\text {bias }}^{(6)}=y_{s_{3}}^{(6)}=0, y_{c_{4}}^{(6)}=1$, and $y_{s_{1}}^{(6)}=\frac{z_{1}}{2^{6}}$ due to (15), (16), and (17). It follows from (10) and (19) that $z_{1}^{\prime}$ encodes the contents of the stack $s_{1}$ after the first operation push(top) of long instruction (6) has been applied to $\gamma^{-1}\left(z_{1}\right)$. Similarly,

$$
\begin{align*}
y_{s_{2}}^{(7)} & =w\left(c_{4}, s_{2}\right) y_{c_{4}}^{(6)}+w\left(\operatorname{pop}_{1}, s_{2}\right) y_{\mathrm{pop}_{1}}^{(6)}+w\left(\operatorname{pop}_{2}, s_{2}\right) y_{\mathrm{pop}_{2}}^{(6)}+w\left(s_{2}, s_{2}\right) y_{s_{2}}^{(6)} \\
& =\frac{1-2^{6}}{2^{7}}-\frac{1}{2} \cdot \mathrm{top}+2^{7} z_{2}=z_{2}^{\prime} \in\left[0, \frac{1}{2^{7}}\right) \tag{20}
\end{align*}
$$

due to $y_{\mathrm{pop}_{2}}^{(6)}=0$ and $y_{s_{2}}^{(6)}=2^{6} z_{2}$ by (13) and (17), respectively. According to (11) and (20), we thus know that $z_{2}^{\prime}$ encodes the contents of the stack $s_{2}$ after the second operation pop of long instruction (6) has been applied to $\gamma^{-1}\left(z_{2}\right)$.

The swap operation starts at time instant $t=8$ when

$$
\begin{align*}
y_{s_{1}}^{(8)} & =w\left(s_{1}, s_{1}\right) y_{s_{1}}^{(7)}=\frac{z_{1}^{\prime}}{2} \in\left[0, \frac{1}{2^{8}}\right)  \tag{21}\\
y_{s_{2}}^{(8)} & =w\left(s_{2}, s_{2}\right) y_{s_{2}}^{(7)}=2 z_{2}^{\prime} \in\left[0, \frac{1}{2^{6}}\right)  \tag{22}\\
y_{s_{3}}^{(8)} & =w\left(0, s_{3}\right)+w\left(s_{1}, s_{3}\right) y_{s_{1}}^{(7)}+w\left(s_{2}, s_{3}\right) y_{s_{2}}^{(7)} \\
& =\frac{1}{4}-\frac{z_{1}^{\prime}}{4}+4 z_{2}^{\prime} \in\left[\frac{2^{7}-1}{2^{9}}, \frac{2^{3}+1}{2^{5}}\right) \tag{23}
\end{align*}
$$

according to (19), (20), and Table 1, since $y_{\mathrm{ow}}^{(7)}=y_{c_{3}}^{(7)}=y_{c_{4}}^{(7)}=y_{\mathrm{pop}_{1}}^{(7)}=y_{\mathrm{pop}_{2}}^{(7)}=$ $y_{\text {bias }}^{(7)}=0$ due to (13) and (15). At time instant $t=9$, we have

$$
\begin{align*}
y_{s_{1}}^{(9)} & =w\left(\text { bias, } s_{1}\right) y_{\text {bias }}^{(8)}+w\left(s_{1}, s_{1}\right) y_{s_{1}}^{(8)}+w\left(s_{3}, s_{1}\right) y_{s_{3}}^{(8)} \\
& =-\frac{1}{4}+\frac{z_{1}^{\prime}}{4}+\frac{1}{4}-\frac{z_{1}^{\prime}}{4}+4 z_{2}^{\prime}=4 z_{2}^{\prime} \in\left[0, \frac{1}{2^{5}}\right)  \tag{24}\\
y_{s_{2}}^{(9)} & =w\left(\text { bias, } s_{2}\right) y_{\text {bias }}^{(8)}+w\left(s_{2}, s_{2}\right) y_{s_{2}}^{(8)}+w\left(s_{3}, s_{2}\right) y_{s_{3}}^{(8)} \\
& =\frac{1}{4}+4 z_{2}^{\prime}-\frac{1}{4}+\frac{z_{1}^{\prime}}{4}-4 z_{2}^{\prime}=\frac{z_{1}^{\prime}}{4} \in\left[0, \frac{1}{2^{9}}\right) \tag{25}
\end{align*}
$$

by $(21)-(23)$ and Table 1, since $y_{\mathrm{ow}}^{(8)}=y_{c_{4}}^{(8)}=y_{\mathrm{pop}_{1}}^{(8)}=y_{\mathrm{pop}_{2}}^{(8)}=0$ and $y_{\text {bias }}^{(8)}=1$ due to (13) and (15). This means that the respective multiples of $z_{1}^{\prime}$ and $z_{2}^{\prime}$ are exchanged between $s_{1}$ and $s_{2}$, cf. (21), (22) and (24), (25), respectively. Similarly to (17), the state of analog unit $s_{k}$ for $k \in\{1,2\}$, starting with $y_{s_{k}}^{(9)}$ in (24) and (25), respectively, is further multiplied by its self-loop weight $w\left(s_{k}, s_{k}\right)$ at each time instant $t=10, \ldots, 17$, producing

$$
y_{s_{k}}^{(t)}=w\left(s_{k}, s_{k}\right)^{t} z_{k}=\left\{\begin{array}{ll}
\frac{z_{2}^{\prime}}{2^{t-11}} \in\left[0, \frac{1}{2^{t-4}}\right) & \text { if } k=1  \tag{26}\\
2^{t-11} z_{1}^{\prime} \in\left[0, \frac{1}{2^{18-t}}\right) & \text { if } k=2
\end{array} \text { for } t=9, \ldots, 17\right.
$$

since $y_{\mathrm{ow}}^{(t)}=y_{c_{4}}^{(t)}=y_{\mathrm{pop}_{1}}^{(t)}=y_{\mathrm{pop}_{2}}^{(t)}=y_{\text {bias }}^{(t)}=y_{s_{3}}^{(t)}=0$ for every $t=9, \ldots, 16$ due to (13), (15), and (16). Thus, the swap operation is finished at time instant $t=11$ when $y_{s_{1}}^{(11)}=z_{2}^{\prime}$ and $y_{s_{2}}^{(11)}=z_{1}^{\prime}$.

Analogously to (18), $y_{c_{2}}^{(16)}=0$ ensures

$$
\begin{equation*}
\xi_{\mathrm{pop}_{2}}^{(16)}=-1-2^{3} y_{c_{2}}^{(16)}+2^{3} y_{s_{2}}^{(16)}=-1+2^{8} z_{1}^{\prime} \tag{27}
\end{equation*}
$$

according to (14) and (26), which implies

$$
\begin{equation*}
y_{\mathrm{pop}_{2}}^{(17)}=\mathrm{top} \tag{28}
\end{equation*}
$$

by (9). At time instant $t=18$, (19) reads as

$$
\begin{align*}
y_{s_{1}}^{(18)} & =w\left(\mathrm{ow}, s_{1}\right) y_{\mathrm{ow}}^{(17)}+w\left(c_{4}, s_{1}\right) y_{c_{4}}^{(17)}+w\left(s_{1}, s_{1}\right) y_{s_{1}}^{(17)} \\
& =\frac{2^{6}-1}{2^{14}}+\frac{1}{2^{8}} \cdot b+\frac{z_{2}^{\prime}}{2^{7}}=z_{1}^{\prime \prime} \in\left[0, \frac{1}{2^{7}}\right) \tag{29}
\end{align*}
$$

since $y_{\mathrm{pop}_{1}}^{(17)}=y_{\text {bias }}^{(17)}=y_{s_{3}}^{(17)}=0, y_{\mathrm{ow}}^{(17)}=b, y_{c_{4}}^{(17)}=1$, and $y_{s_{1}}^{(17)}=\frac{z_{2}^{\prime}}{2^{6}}$ due to (13), (15), (16), and (26). It follows from (10) and (29) that $z_{1}^{\prime \prime}$ encodes the contents of the stack $s_{1}$ after the fourth operation push $(b)$ of long instruction (6) has been applied to $\gamma^{-1}\left(z_{2}^{\prime}\right)$. Similarly to (20),

$$
\begin{align*}
y_{s_{2}}^{(18)} & =w\left(c_{4}, s_{2}\right) y_{c_{4}}^{(17)}+w\left(\operatorname{pop}_{2}, s_{2}\right) y_{\mathrm{pop}_{2}}^{(17)}+w\left(s_{2}, s_{2}\right) y_{s_{2}}^{(17)} \\
& =\frac{1-2^{6}}{2^{7}}-\frac{1}{2} \cdot \mathrm{top}+2^{7} z_{1}^{\prime}=z_{2}^{\prime \prime} \in\left[0, \frac{1}{2^{7}}\right) \tag{30}
\end{align*}
$$

by (26) and (28). According to (11) and (30), we thus know that $z_{2}^{\prime \prime}$ encodes the contents of the stack $s_{2}$ after the fifth operation pop of (6) has been applied to $\gamma^{-1}\left(z_{1}^{\prime}\right)$, which completes the macrostep of $\mathcal{N}$ for a long instruction. For a short instruction when $y_{c_{1}}^{(5)}=1, y_{c_{2}}^{(5)}=0, y_{s_{1}}^{(5)}=\frac{z_{1}}{2^{5}}$ and $y_{s_{2}}^{(5)}=2^{5} z_{2}$, which coincides with a long instruction at time instant $t=16$, the push $(b)$ and pop operations of (5) are implemented analogously.

Finally, if $\mathcal{M}$ reaches its final state at the computational time $T(n)$ and accepts the input word $\mathbf{x}$, then this is indicated by the two neurons halt, out $\in V^{\prime}$ of subnetwork $\mathcal{N}^{\prime}$ during the macrostep $T(n)$ according to (4). Hence, $\mathcal{N}$ simulates $\mathcal{M}$ in time $O(T(n))$ because each macrostep takes only constant number of network's updates, which completes the proof of the theorem.

## 4 Conclusion

In this paper, we have achieved an upper bound on the number of extra analog units that are sufficient to make binary-state neural networks Turing universal. We have proven that three additional analog neurons with rational weights suffices for simulating a Turing machine with a linear-time overhead, which complements the lower bound that neural networks with one extra analog unit and rational weights accept online context-sensitive languages. It is an open question whether the upper bound can be improved, that is, if only one or two extra rational-weight analog units suffice for simulating any Turing machine.

Another challenge for further research is to generalize the characterization of languages [18] that are accepted offline to 2ANNs employing two (or even more) extra analog units. Nevertheless, the ultimate goal is to prove a proper "natural" hierarchy of neural networks between integer and rational weights similarly as it is known between rational and real weights [2] and possibly, map it to known hierarchies of regular/context-free languages. This problem is related to a more general issue of finding suitable complexity measures of subrecursive neural networks establishing the complexity hierarchies, which could be employed in practical neurocomputing, e.g. the precision of weight parameters, energy complexity [16], temporal coding etc.
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