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Introduction

I Nonlinear regression
I Standard training of common types of neural networks may be

heavily influenced by contamination (outliers)
I Minimal sum of squared residuals

Robust training based on backward instance selection

The dataset is divided to
1. A smaller set of outliers,
2. A larger set of the remaining (good, consistent) instances.

I Automated computation
I Start with bn/2c observations
I Gradual (sequential) adding observations to a selected subset
I Add the observation with the smallest absolute residual
I Finding the suitable number of outliers: use a quantile (assuming

normal errors of the good instances)
I Outliers are deleted

Methods

I RBF = radial basis function network
I RBF-Z = RBF network with a simple outlier detection by means of

Z-scores
I RRBF = novel robust RBF network

I MLP = multilayer perceptron
I MLP-Z = MLP with a simple outlier detection by means of Z-scores
I RMLP = novel robust MLP

Two benchmarking (real) datasets

I Mean square eror (MSE)
I (Robust) trimmed MSE (TMSE)
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Dataset
Auto MPG Boston Housing

Neural (p = 4, n = 392) (p = 11, n = 506)
network MSE TMSE MSE TMSE

RBF 46.9 17.2 52.7 4.4
RBF-Z 49.1 16.6 56.5 4.3
RRBF 51.0 13.3 59.7 3.9
MLP 60.8 28.9 57.9 5.3

MLP-Z 68.2 23.6 63.4 5.0
RMLP 72.8 15.0 65.1 4.3

Simulated data (raw or contaminated)

Standard RBF network with 10 RBF units and Gaussian kernel:

Standard RBF network with 10 RBF units and Gaussian kernel:

Novel RRBF network with 10 RBF units and Gaussian kernel:

Conclusions

I Standard training of MLPs and RBF networks vulnerable to
outliers

I Novel approach: backward instance selection
I Suitable for various types of contamination (also under no

contamination)
I Comprehensible
I Simulated and real data: remarkable improvement compared to

standard training
I Computational complexity
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