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Abstract

We introduce an inhomogeneous variant of random 2-SAT. Each variable v1, ..., v, is assigned a type
from a state space A, independently at random. Clause inclusion is governed by a symmetric measurable
kernel W on (A x {4, —})?, in analogy with the inhomogeneous random graph model of Bollobds, Janson,
and Riordan: given literals ¢; € {v;, ~v;} and £; € {v;, ~w;}, the clause {¢;, ¢;} appears with probability
W (type(€s), type(€;))/(2n). In particular, for a variable v; of type z € A, the slices W((+,),-) and
W((—,z),-) describe how v; and —w; interact with other literals.

We identify a parameter p* (W), defined as the spectral radius of an integral operator derived from
W, and show that p* (W) < 1 and p* (W) > 1 correspond to asymptotically almost surely satisfiable and
unsatisfiable instances, respectively. The satisfiability threshold of homogeneous random 2-SAT is long
known to appear at the ratio 1 between the number of the clauses and the number of the variables which
corresponds to W = 1 and clause density 1/(2n). Our result extends this classical result to a broad class

of models controlled by types of variables.

*Research supported by Czech Science Foundation Project 21-21762X. With institutional support RVO:67985807.
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1 Introduction

For k € {2,3,...}, random k-SAT is one of the most studied problems in the intersection of combinatorics,
probability theory, and theoretical computer science. It is a natural probabilistic model in the area of
satisfiability, where the goal is to determine whether a given Boolean formula can be satisfied—i.e., whether
there exists an assignment of truth values to variables that makes the entire formula evaluate to true.

In the k-SAT problem, the formula is expressed in conjunctive normal form and consists of variables
v1,...,V, and m clauses, where each clause is a disjunction of k literals. A literal is either a variable or its
negation. A random k-SAT instance is generated by selecting each clause uniformly at random from the set
of all possible clauses involving k distinct literals.

One of the key aspects of interest in random k-SAT is the behavior of the problem as the ratio of the
number of clauses m to the number of variables n, denoted by o = %, varies. As « increases, it is believed
that the probability of the formula being satisfiable undergoes a sharp transition, commonly referred to as
the satisfiability threshold ay,. Conjecturally, for values of a below «ay, a random k-SAT for « is satisfiable
asymptotically almost surely (as n — 00), while for a above it, it becomes unsatisfiable asymptotically almost
surely. As an alternative to parametrizing the model by n and m, we can parametrize the model by n and «.
In this latter model, we form a formula by including each possible clause (there are 2%(}}) such clauses) with
probability an?’k(@fl. So, the difference between the ‘(n,m)-model’ and the ‘(n,«)-model’ of random
k-SAT is the same as the difference between the uniform model and the binomial model of Erdés—Rényi
random graphs, and is insignificant for our purposes.

It is well-known that the k-SAT is in the computational complexity class P for & = 2 whereas it is NP-
complete for every k > 2. In fact, it is known that each 2-SAT formula can be represented by an ‘implication
digraph’ and that satisfiability of the formula then corresponds to a simple and computationally tractable
problem of existence of certain ‘contradictory cycles’. There is a similar jump in the arduousness of the
analysis of random k-SAT. In particular, in 1992, Goerdt [24] and independently Chvatal and Reed [13]
proved the above ‘satisfiability conjecture’, for k& = 2 and further determined that as = 1. Using the
connection above, the bulk of their proofs is in fact about random digraphs. On the other hand, for every
k > 3, even the existence of satisfiability threshold oy was unknown (albeit Friedgut [20] got close). This
changed only in 2014 with a preprint version of a tour de force paper [18], which used methods of statistical
physics to determine oy, for all & sufficiently large. Among a huge body of work which looks at various
aspects of random k-SAT, we chose [6, 14}, [3, 2] O] as representative references. We also refer to a slightly
outdated survey [I].

While random k-SAT is an elegant mathematical model, many real-world scenarios that can be effectively
represented by random models often involve constraints that are not uniformly distributed. A prominent
example in this direction is random 2-SAT with prescribed literal degrees studied in [16]. For each n,
this model is parametrized by integers dy,d1,ds,ds, ..., d,,d, € Ng with Yo (di + d;) even. Further, it is
assumed that max;{d;,d;} < n'/'*. A random formula is then taken uniformly from the set of all simple

2-SAT formulaeﬂ with exactly d; occurrences of literal v; and exactly d; occurrences of literal —w;. The

Ta 2-SAT formula is simple if it does not contain a repetition of any clauses, and also the literals of each clause arise from

different variables



main result of [I6] asserts that depending on whether 2", d; - d; < (1 —¢)> .(d; +d;) or 2>, d; - d; >
(1+¢)Y,(d; +d;), a random 2-SAT formula with prescribed literal degrees is asymptotically almost surely

satisfiable or asymptotically almost surely unsatisfiable, respectively.

1.1  Our model TwoSAT (n, W)

Whenever we refer to a subset of a measure space, we implicitly assume it is measurable. Suppose that
B is a probability space with measure 3. Suppose that p € [1,00]. Nonnegative functions in LP(B?) are
called LP-digraphons. L°°-digraphons are simply called digraphons. LP-digraphons which are symmetric
with respect to the swap of the coordinates are called LP-graphons. Again, L°°-graphons are simply called
graphons. Note that compared to other literature, the values in graphons or digraphons in this paper are
not necessarily bounded from above by 1. The combinatorial interpretation of the traditional bound of 1
is that each pair of vertices is connected by at most 1 edge. In this paper, however, we use graphons and
digraphons mostly as sources of sparsified random graphs, that is, for a digraphon W, the edge inclusion
probabilities are encoded in %, where n € N is large.

Throughout the paper, A is an arbitrary Polish space and A is a Borel probability measure on it. Let
S := {+, —} for the two-element probability space equipped with the uniform measure y*~. The space &
represents the positive and negative signs we equip the logical variables in our formula with. Let us consider
the probability space K = A x & with the corresponding product measure £ = A x u7~. Define the negation
map —: K — K by —(z,+) = (z,—) and ~(z, —) = (z,+) for every z € A. Let W be an L!-graphon on K.
For n € N, we define random 2-SAT formula ¢ ~ TwoSAT (n, W) on variables {v1,...,v,} and let us denote
the set of literals Lit, = {v1,...,v,, w1,...,w,}. For this purpose, we sample elements z1,...,z, € A
independently with distribution A. For each pair {i,j} € (3) we insert clauses {v;, v;}, {vi, v;}, {-wi,v;},
{—w;, w;} into ¢ independently at random with probabilities specified as follows. For q,5 € &, the clause
{qu;,sv;} is inserted with probability

min{L W((xi,;); (%»s))} (1)

where we identify +v with v and —v with —w for every logical variable v. Also, note that we view the
clauses as unordered pairs, so that {qu;,sv;} = {sv;, qu;}. Therefore, the fact that W is symmetric is used
in that does not depend on the order of the literals.

1.1.1 Stochastic block model

While the number of clauses in TwoSAT (n, W) is random, it is easy to see that it is concentrated (as n — oo)
at (1 £ o(1))n||W|l1. Note that the original (n, a)-model of random 2-SAT corresponds to TwoSAT (n, ),
where a is the constant-a function. A class of models between the original random 2-SAT and the full
generality of TwoSAT (n, W) could be called ‘stochastic block model’ﬂ This model is parametrized by the
number of types t € N, the proportions ~v1,...,7 > 0, >.7v; = 1, and connection parameters C’;"’jg > 0,

4,5 € 6, 4,5 € [t] subject to symmetry Cj' = C7;. For a given n, we take numbers ny,...,n;, where

2This term is borrowed from a related model of random graphs that first appeared in relation to a problem in sociology [28]

and has been widely used since.



n=mny+4...4+ng, % = for each i € [t] (subject to some approximation condition) and Boolean variables
{vik }ier, kem,]- Bach clause {qu; x,5v;,} on distinct variables is included with probability C’f”f/(2n). This,
for many practical purposes, corresponds to TwoSAT (n, W) if W is a graphon defined on A x &, where
A=A U UA, AMA) =y and Wia, x(q})x (A, x{s}) = C’Z’f. To see this, consider the stage of sampling
elements z1,...,z, € A in the procedure of generating TwoSAT (n, W). By the Law of Large Numbers, the
number of indices £ € [n] for which z, € A; (for a given i € [t]) satisfies with high probability that =+ ~ ;.
Given this event, the individual clauses are inserted with the same probability as in the stochastic block

model.

1.2 The statement of the result

Our main result, Theorem[1.9} demonstrates that the threshold phenomenon known for the homogeneous ran-
dom 2-SAT also extends to TwoSAT (n, W). While the model TwoSAT (n, W) is sensible for any nonnegative
symmetric measurable function W on K?), in our main theorem we will impose mild additional integrability
and operator-boundedness conditions. The critical parameter is characterized by the spectral properties of a
specific operator on the Banach space L' (K) derived from the L!-graphon W. We introduce several concepts
to state the result. In Definition we introduce the implication LP-digraphon IT/ In Definition we
introduce a restriction of an LP-digraphon to a set. In Definition we introduce strong components of an
L'-digraphon and in Theorem we state the existence of decomposition of an L!-digraphon into its strong
components, paralleling classical results on digraphs. In Definition [1.5( we define contradictory sets. Finally,
in Definition we recall the notions of eigenvalues and spectral radius of LP-digraphons. So, while the
central theme of the paper is random 2-SAT, some of the tools we develop have broader applications and
are separated for clarity into [27]: the decomposition of digraphons into strong components and the study
of their spectral properties.

In Section [1| we mentioned that a 2-SAT formula can be turned into an ‘implication digraph’. We recall
this well-known transformation in Section [2| This transformation inspires a transformation of a graphon W

%
(which parametrizes TwoSAT (n, W)) into an ‘implication digraphon’ W. See Figure [1| for an illustration.

Definition 1.1 (implication digraphon). Suppose that p > 1 is given. Given an LP-graphon W on K = A x
— —
G, its implication LP-digraphon W is an LP-digraphon on K defined for x,y € K by W(%y) = W(ﬁx, y)

Note that the property of symmetry is in general lost in the implication digraphon. By using Defini-
tion [I.I} symmetry of W, and then Definition [I.1] again, we have

W(ac,y) = W(—\x,y) = W(y, ﬂx) = W(—'y, —m) (2)

In the case of graphs, a corresponding property is called skew-symmetry.

Next, we define restriction of a digraphon to a subset of its ground set.

Definition 1.2 (restriction). Suppose that p > 1 is given. For an LP-digraphon U on a probability space
(Q, 1), and for A C Q, let U[A] be an LP-digraphon on 2 defined by

x, if T, A
UlAl(e,g) = { L) oy e

0 otherwise.
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Figure 1: A visualization of the transformation of a graphon W into its implication digraphon W
The graphon W consists of four parts: a symmetric part A € L' ((A x {+}) x (A x {+})), a symmet-
ric part C € L' ((A x {—}) x (A x {~})) and a pair of mutually transposed parts B and BT, where
B e L'(Ax{+}) x(Ax{=})), BT € L' (A x {=}) x (A x {+})). (The orientation of the plane here

and elsewhere follows the matrix convention, that is, the main diagonal is in the “\, direction.)

In Definition below, we introduce connectivity notions for digraphons taken from [27]. To motivate
them by finite graphs, recall that a nonempty set of vertices C' in digraph is strongly connected if for every
partition AU B = C' into two nonempty sets, there is at least one directed edge going from A to B. Maximal
strongly connected sets are called strong components. These notions have almost straightforward counterparts
for digraphons except they are uniquely defined only modulo nullsets. The last notion in Definition is of
‘fragmented sets’. This concept does not make any sense in finite digraphs. That is, one way to decompose
a digraph into strong components is to start with an initial one-cell partition of the entire vertex set. If
there is at any moment a cell violating the above condition on strong connectedness, we subdivide that
cell accordingly. In a finite graph, this process must eventually terminate (since single vertices cannot be
subdivided), resulting in the unique decomposition into connected components. In a digraphon, the regions
where this process continues to split sets of positive measure into ever smaller ones constitute its fragmented

sets.

Definition 1.3 (strongly connected set, strong component, fragmented set). Suppose that T is an L*-

digraphon on a probability space (Q, 1), and X C Q is a set of positive measure.

(i) We say that X is strongly connected in T' if for every partition AU B = X with p(A), u(B) > 0 we
have [, ;T >0.

(i) We say that X is a strong component in T' if X is strongly connected and for every Y C Q with
wXNY) >0 and u(Y \ X) > 0 we have that Y is not strongly connected.

(ii) We say that X is fragmented in T' if every subset Y C X of positive measure is not strongly connected.

Recall that each digraph can be decomposed in a unique way into maximal strong components. Theo-



rem below, which is one of the main results of [27], is a digraphon counterpartﬁ

Theorem 1.4 (Theoremin [27]). Suppose that T is an L*-digraphon on ). Then there exists a finite or

a countable set I not containing 0 and a decompositition Q = Xo U | |,.; X; so that X is either an empty

il
set or is fragmented in I and each X; is a strong component.

Further, this decomposition is unique in the sense that if partitions {X;},cruqoy and {X]}ierugoy are two
decompositions of T into strong components as above, then there exists a bijection w: I — I’ such that X;T(i)

equals X; modulo a nullset for each i € I, and Xy equals to X{) modulo a nullset.

In Section [I] we mentioned that the analysis of random 2-SAT goes via translating a 2-SAT formula into
its implication digraph, and its satisfiability boils down to the existence of contradictory cycles. We will
introduce these concepts in Section In our main theorem, Theorem [1.9, we determine which models
TwoSAT (n, W) yield almost surely satisfiable or almost surely unsatisfiable formulae. To this end, we
decompose the implication digraphon W into strong connected components and disregard those components

that cannot generate contradictory cycles. To this end, we use the concept of contradictory sets below.
Definition 1.5 (contradictory set). A set X C K is contradictory if A({x € A: (z,4),(z,—) € X}) > 0.

Spectral properties of digraphons are essential for formulating and proving our main result. While the
spectral theory for graphons is well developed (see, e.g., Section 11.6 in [30]), its extension to digraphons
poses nontrivial challenges. The main reason why spectral theory does not transfer directly is that graphons
correspond to self-adjoint operators and thus admit a standard spectral decomposition, whereas digraphons
generally do not. At the outset of this project, the spectral theory for digraphons was largely undeveloped.
Addressing this gap — and, more broadly, developing basic tools related to spectral analysis and connectivity
— led us to write a separate, self-contained paper [27]. In the meantime, Grebik, Kral’, Liu, Pikhurko,
and Slipantschuk [26] posted a preprint which studies spectral properties of digraphons in the context of
generating random oriented graphs, including an expression for the homomorphism density of oriented cycle
in terms of the point spectrum. For now, we introduce only the essential definitions necessary to state
Theorem and recall the spectral tools from [27] in Section

We fix p € [1,00). We work in the complex Banach space LP(2), where €2 is a measure space (with an
implicit sigma-algebra) equipped with a probability measure . For every L!-digraphon I' on €, we may
consider integral kernel operator Tt : LP(Q)) — LP(R2), where for f € LP(Q) the function g := Tp(f) is
defined by

g(x) == ST (y, z)du(y) for every z € Q.
yeN

Note that given p € [1,00), it is not automatic that g € L?(Q), or even that the integral to define g(x) is
finite. Only when it is, we can view TT as an integral kernel operator on LP(Q)), and write I' € B(L?(Q)).
Henceforth, any reference to a spectral concept of an L'-digraphon I' will mean the corresponding concept
for its associated integral kernel operator T (viewed on a Banach space LP(2) for p € [1,00) which will be

specified). We also write I" instead of Tr.

3We state Theorem in the generality of L!-digraphons whereas the original statement in [27] is only about digraphons.
Given a general L!-digraphon I', we can however consider its indicator digraphon T'(z,y) = Ir(e,y)>0- It is easy to see that
the notions of strong components and fragmented sets for I' and for I are equivalent, and thus we have reduced the general

case of L1-digraphons to that of digraphons.



Definition 1.6 (eigenvalues, eigenfunctions, point spectrum, spectral radius). Suppose that p € [1,00).
Suppose that T is an L*-digraphon on Q0 with the property that T' € K(LP(S2)). A complex number T and a
nonzero function f € LP(Q) are called eigenvalue and eigenfunction of T' with respect to the Banach space
LP(Q), respectively, if T'(f) = 7f. The collection of all eigenvalues and 0 if T' is not invertible is called the
point spectrum of I' with respect to the Banach space LP(Q), and denoted Spec,(I"). The spectral radius of
T, denoted p,(T), is the mazimum modulus over the eigenvalues. For the most important choice p = 2, we
write p(+) = pa(-).
The definitions and the properties implicitly implied in Definition are standard, see P7.3-5 in [29].

Remark 1.7. Quite often, p,(T') does not depend on p, for a wide range of values of p. As a prominent
example, it follows from Lemma and Lemma that if T € LP(Q?) for some p € [2,00), then we
have I' € (g2, K(LU(2)) and for all q € [2, p] we have pp(I') = pq(T'). As another ezample which follows
Jfrom Lemma[3. when T is a digraphon, then we have p(T') = p,(T') for all p € [1,00).

Our main result, Theorem below, asserts that the asymptotic almost sure (un)satisfiability is deter-

mined by a certain spectral parameter p;(W). We define this parameter here.

Definition 1.8. Let W be an L'-graphon on K = A x &. Let K = Qg U |licr Q2 be a decomposition of W/
into strong components. Let I* C I be the indices of the contradictory components Q;. For any p € [1,00)
for which W [User- Q] € K(LP(Q)), define pj(W) := supcr- pp (W[[QJ]) For the most important choice
p =2, we write p*(-) := p5(-).

We can now state the main result, Theorem The operator-theoretic assumption on the L'-graphon
W involved in Part[(ii)lmay look a bit technical. As we noted in Remark|[L.7] it satisfied is when W € L?(K?).
In particular, when W € L3(K?), both the satisfiability and the unsatisfiability part are applicable.

Theorem 1.9. Let W be an L'-graphon on K = A x &.

(i) If W € L3(K?) and p5(W) < 1, then as n — oo, TwoSAT(n, W) is asymptotically almost surely
satisfiable.

(i4) Suppose that there exists p € [1,00) for which W € K(LP(2)), and py(W) > 1. Then, as n — oo,
TwoSAT (n, W) is asymptotically almost surely unsatisfiable.

We prove Theorem in Section [4f and Theorem [1.9(ii)| in Section [5| In Section we give a basic
idea behind the proof.

Remark 1.10. In many applications, including the stochastic block model from Section the L*-graphon
W is bounded in L. In that case, py(W) in Definition is defined for every p € [1,00) and does not
depend on the choice of p. Other prominent examples where p;(W) stays constant for many choices of p
were given in Remark [1.7

Most prominent applications of unbounded graphons involve random scale-free formulea. These are dis-
cussed in Section [[.2.1l

We belicve that the integrability assumption W € L3(K?) in Theorem is an artifact of our proof
and that it can be relazed (at least) to W € L*(K?).



Remark 1.11. Theorem does not cover the case p*(W) = 1. In such a case, since the parameter
p*(W) is easily seen to be multiplicativﬁ Theorem tells us that for every e € (0,1), TwoSAT(n, (1 —
)W) and TwoSAT (n, (1+&)W) are asymptotically almost surely satisfiable and asymptotically almost surely
unsatisfiable, respectively. An open question concerning the asymptotic satisfiability of TwoSAT (n, W) is

gwen in Section [71}

We complete this section with two propositions which may be useful to combine with Theorem
Propositionasserts that each strong component €2; of V_V> which is contradictory is in fact as contradictory
as it can be. Namely, we have that Q; = Z x & for some Z C A. This is a counterpart to a well-known and
easy property of the implication digraph of a 2-CNF formulaﬂ (see Section |2 for definition), namely that for
each strong component of the implication digraph, we have that it either contains no pair of complementary
literals or every literal comes with its complement.

Proposition m gives an alternative way to express the quantity p*(WW) by considering not each contra-

dictory component separately but rather all of them combined.

Proposition 1.12. Let W be an L'-graphon on K = A x &. Let K = Qy U Llic S be the decomposition
%
of W into strong components. Let I* C I be the indices of the contradictory components ;. Then for each

1 € I we have that Q; =g Z; X & for some Z; C A.
Proposition [1.12]is proven in Section [3.5

Proposition 1.13 (Proposition [5.1] and Remark [5.2]in [27]). In the setting of Theorem[1.9, we have

sup p (I?/[[Qi]]) — maxp (W/[[Qiﬂ) = (W/ IlU QH) = <W/ Ilfzo u Y QH) .

el iel~ ier*

_>
Moreover, the spectral radii p (W[[QZ]D and p (W[[Uiel* Qz]]) are realized by nonnegative real eigenvalues,
so the reference to the modulus in the definition of the spectral radius (Deﬁm'tz'on s unnecessary in this

case.

1.2.1 Theorem [1.9] and scale-free random formulea

Starting in the random graph community around 1999, researchers initiated study of random models in which
vertices have heavy-tailed degree distributions. The most famous is arguably the dynamical Barabéasi—Albert
model, [B]. For us, the static models of Norros—Reittu [33], and Chung—Lu [12] are more relevant. These
models became known as ‘scale-free models’, and seem to capture many real-world scenarios. Section 16.4
of [I0] shows that these models are roughly equivalent to the main model H(n,U) studied [10] when U is
rank-1. We describe H(n,U) in Section Recently, the scale-free phenomenon was introduced also to the
setting of random k-SAT. Papers [21] 22] deal with scale-free random k-SAT for general k, and [4] deals with
2-SAT. Our Theorem [I.9] allows to study a number of scale-free models of random 2-SAT. Translating the
main idea from Section 16.4 of [I0] to the setting of random 2-SAT, we could take A = (0, 1), and use kernels

4That is, p*(cW) = cp* (W) for ¢ > 0.
52-CNF is an abbreviation for 2-Conjunctive Normal Form. These are boolean formula in conjunctive normal form with two

literals per clause. So, each instance of random 2-SAT is a 2-CNF formula.



of the form z=%y~® (for a € (0,1)) as building bricks. To give a particular example, take W € L!(K?)
defined as

+
W((JJ, +)a (y7 _)) = W(<ya _)7 ('T7 +)) = 90—7?}_6 ) and
W(('Tv _)7 (y7 _)) = (1 - x)_ﬂ(]- - y)_ﬂ .

The purpose of this specific L'-graphon is that it illustrates the limitations on the exponents in Theorem [1.9
(which we discussed in Remark [L.10).

We must have a,3,7,6 < 1 in order to satisfy W € L'(K?). As for the additional requirement in
Theorem | i), we must have «, 5,7, < % in order to satisfy W € L3(K?). As for the additional requirement
in Theore% if we have «, 8,7,0 < %, then W [[UZ-GI* QZ]] € L*(K?) and thus by Lemma we have
W [Uises. ] € K(L2()).

1.2.2 Alternative scalings and graphons with p*(W) =0

In we defined the probability of the inclusion of any one given clause to be of order %, resulting in
(1 £ o(1))n||W||1 clauses in a typical instance of TwoSAT(n,W). Some applications might call for other
scalings, that is either for sparser models such as TwoSAT(n, (logn)~! - W) or TwoSAT (n,n=%% - W) or for
denser models such as TwoSAT (n,logn - W), TwoSAT (n,/n - W), or even TwoSAT (n,n - W). Note that
TwoSAT (n, f(n) - W) defines the probability of the clauses using the scaled graphon %Z)W Theorem
together with multiplicativity from Footnote 4] has consequences on these other scalings as well. Indeed,
first consider the sparser regime TwoSAT (n, f(n) - W), where f(n) — 0. Clearly, there is ny such that
f(n) < 1/(2max{1,p*(W)}) for all n > ng. We see that the random formula TwoSAT(n, f(n) - W) for

n > ng is stochastically dominated as a set of clauses by TwoSAT(n,U), where U := Since

W
2max{1,p* (W)}~
p*(U) < %, Theorem tells us that TwoSAT (n, U) is asymptotically almost surely satisfiable, and thus, so

is TwoSAT (n, f(n) - W). Similarly, in the regime f(n) — oo, we see that TwoSAT (n, f(n) - W) eventually
dominates TwoSAT (n,U), where U := %, and thus is asymptotically almost surely unsatisfiable. This

argument, however, does not work when p*(W) = 0. The next proposition resolves this case entirely.
Proposition 1.14. Suppose that W is an L?-graphon. The following statements are equivalent.

(i) We have p*(W) = 0.

(ii) The L?-digraphon W contains no strong contradictory component.

(iii) There exists a function f : N — Ry with f(n) — oo so that TwoSAT (n, f(n)- W) is not asymptotically

almost surely unsatisfiable.

(iv) For every function f : N — Ry with f(n) = oo we have that TwoSAT (n, f(n) - W) is asymptotically

almost surely satisfiable.

As a concrete — and somewhat surprising — example, if TwoSAT (n,log(logn) - W) is asymptotically
almost surely satisfiable, then even the considerably denser TwoSAT (n,n - W) is as well. We give a proof of
Proposition [I.14] in Section [6}

10



U1 V2 U3

Figure 2: A formula ¢ = (—v1 V va) A (-wz V v3) A (-w3 V o1) A (v1 V v2) A (-3 V —wg), and its implication
digraph D(¢). One contradictory cycle is highlighted.

2 Solving 2-SAT using the implication digraph

The concept of the implication digraph of a 2-CNF formula translates the question of satisfiability into the
language of graph theory. Suppose that ¢ is a 2-CNF formula on variables {v1, ..., v, }. We create a digraph
D(¢), called the implication digraph of ¢, on the literals Lit,, as vertices as follows. For each clause {ly,[5}
we insert directed edges (—l1,13) and (—ls, ;) representing the logically equivalent implications =iy — I and
—ly — l1. As the edges are inserted in pairs, we see that for each pair [;,[; of literals on different variables,
D(¢) contains either both directed edges (I;,1;) and (—i;, —l;) or none of them. See Figure [2[for an example.

A directed closed walk or cycleﬂ C in a digraph D on vertex set Lit,, is contradictory if there is i € [n]
such that v;, —v; € V(C). It is well-known and easy to verify that a 2-CNF formula ¢ is satisfiable if and

only if D(¢) contains no contradictory closed walk. We will use the following stronger statement.

Proposition 2.1 ([25]). Suppose that ¢ is a 2-CNF formula. Then ¢ is satisfiable if and only if D(¢)

contains no contradictory cycle.

Proposition offers a plausible approach to proving Theorem Namely, we need to prove that the
implication digraph D(TwoSAT (n, W)) lacks or contains a contradictory cycle in the two respective regimes
of Theorem asymptotically almost surely. This idea drives the proofs in [I3] 25] that the satisfiability
threshold is ccy = 1. While the execution works straightforward for some parts of the proof, it turns out that
the fact that a contradictory cycle may contain several pairs of complementary literals causes complications
in others. To overcome this, [I3] introduces a notion of a bicycle. We use a slightly modified form of a
bicycle as follows. Suppose that we have integers k,a,b, k > 2,2 <a <k, and 1 <b <k — 1. Suppose that
D is a digraph on Lit,,. A sequence uq,...,u of vertices of D is a basis of a (k,a,b)-bicycle if the literals
u,...,u are on pairwise different variables, w1 - - - uy is a directed path from uq to ug, and further there is

an edge from —u, to u; and an edge from wug to —up in D. We have the following.

Proposition 2.2. Suppose that ¢ is an unsatisfiable 2-CNF formula. Then D(¢) contains a bicycle which

is a subgraph of a contradictory cycle.

Proof. By Proposition D(¢) contains a contradictory cycle C. Let P C C be a maximum path in C

containing literals on pairwise different variables. P cannot contain all vertices of the cycle, since C' contains

6in the context of directed graphs, we consider every closed walk or cycle directed
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complementary literals. P will be the basis of our bicycle. Then, extend P by one edge at each end-point.

The result is a bicycle, since C' contains no literal twice. O

2.1 A convenient modification of TwoSAT (n, W)

We introduce a convenient modification of the model TwoSAT(n, W). Here, we recall that W is an L!-
graphon on K. First, sample ¢ € TwoSAT(n, W). We create a formula ¢f ~ TwoSAT' (n, W) by replacing
some of the variables in ¢ by their negation. Each variable is replaced by its negation with probability 1/2
and independently from all other variables. Note that ¢ and ¢! are equisatisfiable, which means that either
both are satisfiable or both are unsatisfiable. Indeed, we can take a satisfying assignment (if it exists) to
one of these formulae, negate the values of the flipped variables, keep the values of the remaining variables,
and we get a satisfying assignment of the other formula. The purpose of transforming TwoSAT (n, W) to
TwoSATT (n, W) is to simplify analysis of the random formula. The transformation introduces more symmetry
into the distribution without affecting the satisfiability we are interested in.

The construction of TwoSAT' (n, W) can be done in a single step as follows, and we assume this single-step
construction in the rest of the paper. We sample elements x1,...,z, € K independently with distribution
% and define a map 7 : Lit,, — K so that for every i, 7(v;) = z; and 7(—w;) = —-7(v;). Then, for every two
literals Iy, s € Lit,, on different variables, the clause {l1,l2} is included in TwoSATT(n, W) with probability

min{LW} . (3)

It is easy to verify that the two presented constructions of TWOSATT(TL, W) are equivalent.

2.2 Random digraph G(n, I/T)/)

By Proposition we want to get a lower and an upper bound on the probability that the random digraph
D(TwoSAT'(n, W)) contains a contradictory cycle. By construction, the edges of D(TwoSAT'(n, W)) are
not independent, since they are included in pairs of the form (I1,l3) and (—lo, ﬁll)m In order to overcome
the complications caused by these dependencies in the proof of Theorem we introduce the following
random digraph model G(n,U) where U is an L!-digraphon. The vertex set is Lit,. Generate a random
map 7 : Lit, = Q as in Section and for each ordered pair of literals (I1,l2) € Lit? on different variables
insert a directed edge (1, l5) with probability

min{l,W} : (4)

independently of other choices.

Although the distributions of G(n, W) and of D(TwoSAT'(n, W)) are closely related, they are not the
same. Indeed, G(n, V_[}) can with positive probability contain a single edge, whereas D(TwoSAT(n, W))
always has an even number of directed edges as explained above. However, restrictions of both these random
digraphs on edge sets which do not contain pairs of equivalent edges yield the same marginal distributions.

This is true, in particular, for bicycles.

"Recall the definition of the implication digraph in the first paragraph of Section
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Lemma 2.3. Suppose that W is a graphon andn € N. Let F C Liti be a set with the property that for every

=
pair of literals (11,12) € Lit2 on different variables, we have |F N {(I1,12), (—l2,—l1)}| < 1. Then G(n,W)r
and D(TwoSAT(n, W) have the same distribution. That is, for every F' C F, we have

P [G(n, W)nF = F'] = P[D(TwoSAT! (n,W)) N F = F']..

Proof. Recall that both models G(n, W/) and TwoSAT'(n, W) start with a random map 7 : Lit,, — K. Let
—
(I1,13) € F be arbitrary. The probability min {17 W} in for inclusion of the directed edge

This is because of the way W is defined in Definition The inclusion of the clause {—l,l2} is sufficient
and necessary for the appearance of directed edge (I1,13) in D(TwoSAT'(n, W)).

We conclude that (I1,l2) appears as a directed edge in G(n, W/) and in D(TwoSAT'(n, W)) with the same
probability. The occurrences of all possible edges in G(n, V_[}), in particular, the edges of F', are indepen-

(I1,13) is the same as the probability min {1, w} for the inclusion of the clause {—l1,ls} in .

dent conditionally on 7. Since the occurrences of edges of F in D(TwoSAT'(n, W)) are also independent

conditionally on 7, the claim follows. O

2.3 Basic idea behind the proof of the main theorem

We present the main idea behind the proof of Theorem[I.9] We rely on Proposition[2.1] That is, depending on
whether either p*(W) < 1 or p*(W) > 1, we want to argue that the implication digraph of TwoSAT (n, W)
asymptotically almost surely either does not or does contain a contradictory cycle, respectively. Since
any contradictory cycle C itself is a strongly connected directed graph, we have (almost surely) that if
C < D(TwoSAT(n, W)) then all the vertices of C' were sampled from one strong component €; of I/_V>, that
is, (using the notation from Section 2.1)) 7(I) € Q; for every I € V(C). Further, since C itself contains a pair
of complementary literals, we have that €2; is (almost surely) a contradictory set.

We have therefore reduced the question of asymptotic almost sure nonexistence or existence of a contra-
dictory cycle in G(n, W) to the same question in G(n, W[[QZ]]) for a single contradictory strong component €2;.
It is our task to prove that a contradictory cycle asymptotically almost surely does not exist if p(W[[QZ]]) <1
and that it does exist if p(W/[[QZ]]) > 1. For this reason, set I' := W/[[QZ]] and p := p(T).

Take a € N and b € N. It turns out, that the regime when a,b = O(logn) is the most relevant one. We
first want to get bounds on the probability p that

Un, V1,02, ,Va—1,Vay "Wn, Va41,Va+25" ", Vatb (5)

forms a contradictory cycle. We have (ignoring that contains the term min{1,-}) that

+b
_ F(xnaxl)’f[ F(xsflaxs).]-—\(xaa_‘xl).F(_‘xlvxa%»l). h F(xsflaxs).F(anrbaml)dK}Jraer
b on JonJe 2n 2n 2n 2n 2n 2n '
n a+b 5=2 s=a+2

Such products correspond to powers of the digraphon I' (as defined in Definition very much in analogy

with powers of square matrices). That is, we have

p = (2n)~(aFb+2) / ret(z,, ~z,) - T (—2,, 2,)dK

Tn
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At this point, we use spectral theory. Since a reader might not be familiar with spectral theory of operators
on a Hilbert space (and we certainly were not when we started this project), we rather draw an analogy with
finite matriccsﬂ So, if we could treat I' as a finite matrix with nonnegative entries, the Perron-Frobenius
theorem would apply. It says that (under the assumptions of irreducibility and aperiodicity, the former one
corresponds to §2; being a strong component, and the latter one is swept under the rug in this sketch) it tells
us that T (z,, ~z,) = O(p**!) and ' (—z,,z,) = O(p**!). Note this sketched usage of the Perron—
Frobenius theorem relies on the fact that €2; is contradictory. That is, the Perron—Frobenius theorem can
only be used in the strongly connected setting, meaning, when there are paths in both directions between
x, and —x,. The fact that €; is contradictory provides this setting for a positive measure of x,,’s.

To summarize, we have
p= @(1) . (2n)7(a+b+2)pa+b+2 )

The number of rooted contradictory cycles of length a + b + 2 with the property that the only pair of
complementary literals is the pair 1 and (a + 2)-nd is equal to 297+ (n), 4441, where (n)q1p11 is a falling
factorial. Indeed, we can think of this by replacing each of v,,, v1,va, ..., v44p in by arbitrary but distinct
variables and additionally equipping that variable either with the positive or with the negative sign. Hence,

the expected number of such all cycles is

a —la a a 1 a
D - 2 +b+1(n)a+b+1 _ @(1) . (2,”) ( +b+2)p +b+2 | 2 +b+1(n)a+b+1 — @(1) . ﬁ p +b+2 ] (6)

When p < 1 then this quantity is o(1), even when summed over all @ and b. We conclude that with high
probability there are no contradictory cycles. (The above calculation is somewhat simplified since some
contradictory cycle might use a several pairs of complementary literals. This is not captured in this sketch.)

When p > 1, then by choosing a,b = ©(logn) large enough, we have p®*t*+2 > n. Hence the expec-
tation in @ goes to infinity. A second moment argument would be used to show that G(n,T") contains a
contradictory cycle asymptotically almost surely.

In the actual proof, it is not contradictory cycles that are counted, but different structures: these are
bicycles (for the proof of Theorem and what is later called ‘snakes’ (for the proof of Theorem .

2.4 Comparison to previous work on inhomogeneous random (di)graphs

One of the central results in the theory of random graphs is that the Erd6s—Rényi random graph of order
n and edge probability = undergoes a phase transition at ¢ = 1 with respect to the emergence of a giant
component. Specifically, the largest component in such a graph is, with high probability, of order o(n) if
¢ < 1, and of order ©(n) if ¢ > 1.

Bollobés, Janson, and Riordan [I0] studied a generalization of this phenomenon for a sparse inhomoge-
neous random graph model H(n, U), parametrized by an L!-graphon U defined on a space A. Let us recall

the simplest version of their modelﬂ The vertex set of H(n,U) is [n]. To generate the edges, we first sample

8We introduce spectral theory of operators in Section
9The full model of Bollobés, Janson, and Riordan is more general, informally allowing for different random perturbations

for each n.
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T1,...,T, € A independently according to the distribution A. Each edge ij is then included independently

with probability min < 1, W} This model has been a subject of extensive subsequent research.

Our model G(n, W) of random digraphs, introduced in Section , is very similar to this model—or
rather, to its directed counterpart. This directed version was first explored by Bloznelis, Gétze, and Ja-
worski [7], and later by Cao and Olvera-Cravioto [11]. We now explain these works and their relevance to
our project.

A main result of [I0] is a characterization of the existence versus absence of a giant component in
H(n,U) for an L'-graphon U. Specifically, if p(U) < 1, then with high probability H(n,U) contains no
giant component as n — oo, while if p(U) > 1, a giant component appears. The proof proceeds in two
steps: first, a correspondence is established between the local neighborhood of a vertex in H(n,U) and an
inhomogeneous Galton-Watson branching process Sy; second, it is shown that p(U) < 1 corresponds to
almost sure extinction of Sy, whereas p(U) > 1 yields a positive survival probability. These arguments
(included in Section 5 of [10]) are self-contained. Bloznelis, Go6tze, and Jaworski [7] provide a similar
correspondence between branching processes and the size of the largest strong component for inhomogeneous
random digraphs in the restricted case of a stochastic block model, but without connecting to spectral
properties. Cao and Olvera-Cravioto [I1] extended the analysis to a broader setting. They studied a variant
of our model G(n,I") (extended similarly as described in Footnote @7 when I' is continuous. The continuity
condition is used heavily in the proof in [II], but we believe that the result is true even without itm More
specifically the continuity assumption allows to reduce to the setting of the stochastic block model. In turn,
the functional analytic/spectral side of the argument in [32] is rather rudimentary.

As explained in Section our focus is not on the existence of a giant component as in [?, [I1] but rather
on the presence or absence of special (i.e., contradictory) cycles. However, the two concepts are clearly
related: it is well-known, for instance, that sublinear components in Erdos—Rényi graphs contain only a
small number of cycles, while the giant component contains exponentially many. Thus, the main novelty of
our work is not in shifting attention from the giant component to the existence of particular cycles, but in
employing advanced spectral techniques that enable us to analyze arbitrary digraphons I' — without going

through the approximation by stochastic block models.

3 Preliminaries

3.1 Measure theory

While parts of the paper specific to 2-SAT require to work in a the product space K = A x &, it is convenient
to formulate some more basic parts with respect to a general probability space. We use a measure space )
equipped with a probability measure p to this end. That is, the measure p always implicitly underlies the
space Q.

For measurable subsets A and B in a measure space, we write A =9 B and A Co¢ B for equality and

containment modulo a nullset, respectively. We write essinf f and esssup f for the essential infimum and

10Similar continuity assumptions (probably also unnecessary) were used in other work on inhomogeneous random graphs, for

example, regarding their clique number [32] or their connectivity [17].
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essential supremum of a function f on a measure space.

3.2 Digraphons

Suppose that p € [1,00), T' is an LP-digraphon on  and D is an oriented graph on vertex set [n]. The
homomorphism density of D in T" is defined as
t(D,T) / / / [(zi,x;)du" . (7)
In (4,5)€ E(D)
This quantity may be infinite, but is certainly finite when I' is a digraphon.
Suppose that k € N. Write P, for the directed path 1,2,3,---,k,k+ 1, and P2*® for the directed path
rooted at its terminal vertices. Write for the directed cycle 1,2,3,--- ,k and C} for C rooted at vertex 1.
We define t2° (P2°*,T') as a function of x1,xk41 € Q by disintegrating ¢(Py,I") with respect to z; and

L1, Tk+1

Tpy1. Likewise, we define t§ (Cp,I') as a function of z; € Q by disintegrating ¢(Cy,I") with respect to ;.

That is,
k
tos anps (PR T / / / Hr(wi,iﬂiﬂ) duf=t, (8)

k=1

* (1) / / / P(ai,2i0) - Tag, 1) b
Tk ;—1

Next, we introduce the power of a digraphon. This definition is similar to the definition of matrix powers,

and is also used in connection with integral kernel operators.

Definition 3.1 (Power of a digraphon). Suppose that T is a digraphon on Q, and let k € N. Define T'* as
digraphon on Q by T*(z,y) := t3%,(Pg*,T).

It is straightforward to verify that the definition is consistent with operator powers, that is, for every

f € L%(2) and every k € N we have
Lef =TT (T(f)-)) -
_—
k times

Remark 3.2. We will frequently use the concept of a power in the sense of Definition as well as
the notion of taking a power of the value of a digraphon. To distinguish between them, we write T'*(x,y)
for the former and T'(x,y)* for the latter. For example, if T is a digraphon defined on the unit square,
[(x,y) := 1,<0.5, then I'*(0.1,0.2) = 0.5*=% and I'(0.1,0.2)* =1 for all k € N.

3.3 Banach space theory

Our proof of Theorem uses a fair amount of functional analysis. We summarize the tools we need in a
way which should be accessible to discrete mathematicians.

As we said earlier, all our Hilbert/Banach spaces will be complex. We write i for the imaginary unit.
Specifically, we will work with Banach spaces LP(2) (for p € [1,0)) and Hilbert space L*(Q2). For a Banach
space X, we write B(X) and (X)) for the set of bounded operators X — X and the set of compact operators
X — X, respectively.
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Definition 3.3. Suppose that p € [1,00) is given. For an operator T € B(LP(QY)), define its operator norm
HTHop(p) = SUPrerr(Q),|f|l,=1 1T fllp-

Observe that for every f € LP(Q),

1A < 1T llgpe - 115 - )

In Definition we defined eigenvalues and eigenfunctions of an L2-digraphon I'. These eigenvalues
and eignefunctions are sometimes also called right. Left eigenvalues and left eigenfunctions of I" are (right)
eigenvalues and eigenfunctions of transposed L2-digraphon I'", T'T (x,5) := I'(y, x).

The lemma below is standard and concerns digraphons as integral kernel operators.

Lemma 3.4. Suppose that T is a digraphon on Q. Then for arbitrary p € [1,00), we have T' € B(LP(Q2)).
Further, consider an arbitrary eigenvalue v # 0 and corresponding eigenfunction f, when T is viewed as
an operator on LP(Q). Then || f|lc < w Consequently, Spec,(I') and p,(T") does not depend on the
choice of p € [1,00).
Proof. First, we show that T' € B(LP(2)). Consider an arbitrary h € LP(Q2). We have ||[Th||b = [ [ |T(z, z)h(z)[P <
ITNZ, [, |h(2)[P < oo. Hence, Th € LP(S).

We now turn to L°°-boundedness of the eigenvalues. We have «vf = I'f. Fix an arbitrary z € Q. Thus,

f@) =1, fT (Y, 2)] < [Tllso - [1£1]1- O

3.3.1 Krein—Rutman theorem and beyond

Suppose that I is an digraphon on Q and 7 is its eigenvalue. We say that 7 is simple if for every f1, fo € L?(Q2)
with I'f; = 7f; we have that f; is a scalar multiple of fs.

We now introduce a version of the Krein—-Rutman Theorem. Let us give some background first. The
Perron—Frobenius Theorem asserts that a real square matrix with positive entries has a unique nonnegative
eigenvector, and that this eigenvector corresponds to the eigenvalue of the largest eigenvalue in absolute
value. The Krein—-Rutman Theorem is often considered a counterpart of the Perron—Frobenius Theorem for

nonnegative operators. While there are many version, we reproduce a version tailored to our language of
digraphons, included as Theorem in [27].

Theorem 3.5. Suppose that T is a strongly connected digraphon on Q2 with p(T') > 0. Then for some d € N,
the set of eigenvalues of maximal modulus is {exp(—2nik/d)p(I') : k=0,...,d —1}. Further, there are
right and left eigenfunctions vyigny and viee for the eigenvalue p(I"). Both these eigenfunctions are strictly

positive and we have Vright, Vietr € L™(€2).

We call the number d from Theorem the peripheral multiplicity of T.
We use the famous Gelfand’s formula (see P7.5-5 in [29]). Recall that the operator norm ||R||op of an

operator R on a Banach space (X, || - [|) is defined as || R||op := sup e x. <1 [ 22]-

Proposition 3.6. Suppose that T is a bounded operator on a complex Banach space. Then we have p(T) =

limg o0 /(17 |op-
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Gelfand’s formula holds for a variety of other norms. We recall another version, taken from [27] (though,
it is very likely to be known). This version concerns the Hilbert—Schmidt norm, || - ||us. As we are concerned
with L2-digraphons, we shall need the Hilbert-Schmidt norm only in the case of integral kernel operators,
and thus we introduce it only in this particular setting. It is well-known that if Tk is an integral kernel
operator on L?(2) with kernel K € L?(Q?) then || Tk |lus = || K2

Proposition 3.7 (Proposition in [27]). Suppose that T € L*(Q?) is an L*-digraphon. Then we have

p(I') = Timj o0 {/[[T]2.

Gelfand’s formula (Proposition asserts that p,(T) = limg_ e (HT’“HOP(M)Uk. No additional as-
sumptions on T are needed. The following lemma says that the spectral radius of a nonnegative operator
is independent of the Banach space we work with in many scenarios. This is well known and we recall its
proof for completeness. The statement and the proof of the lemma uses some basic notions (nonnegativity,
irreducibility) from the theory of Banach lattices. The reader can find these notions explained in our lan-
guage in Section of [27]. What is important to us is that the nonnegativity of digraphons implies that

they are nonnegative on each Banach lattice L1(Q).

Lemma 3.8. Suppose that 1 < q < p < 0o are two numbers and T is a bounded operator, both as T :
L1(Q) — LY(Q2) and as T : LP(2) — LP(Q).

(i) We have pg(T) > p,(T).
(it) If T is nonnegative (in the sense of Banach lattices) and T € IC(LP(Q))NK(LI(RY)), then pp(T) = pa(T).

Proof. Part|(i)|is simple. Each eigenfunction of T': LP(Q2) — LP(Q) is also an eigenfunction of T : L1(Q2) —
L1(Q) (with the same eigenvalue).

Let us turn to Part Without loss of generality, lets assume T is irreducible (if it were not, we would
break it into irreducible parts). Let f be the eigenfunction corresponding to the eigenvalue of the maximum
modulus when T is viewed as an operator on LP(Q), and let g be the eigenfunction corresponding to the
eigenvalue of the maximum modulus when T is viewed as an operator on L4(2). We will prove that f and
g are the same (up to a multiple), which will prove the statement. The Krein-Rutman theorem (applied
twice, once for operators on LP(€2) and once for operators on L?(Q2)) tells us that f and g are in the positive
cone (in other words, they are nonnegative function). Also, there is a uniqueness part of the Krein—-Rutman
theorem, which asserts that (for irreducible operators), there is only one nonnegative eigenfunction. But in
the space LP(€2) we seem to have two nonnegative eigenfunctions, namely f and g. So, this is only possible

f and g are the same (up to a multiple). O

3.3.2 Approximating an integral kernel operator

In Section |5} we prove Theorem The calculation there do not work in the general case W € L'(Q?).
So, as a first step in Section |5} we find a digraphon V € L*°(K?) with V < W and p*(V) > 1. This
assumption of L%°-boundedness then allows us to compute that indeed TwoSAT(n,V) is asymptotically
almost surely unsatisfiable. Since V' < W, the same is true for TwoSAT (n, W). The following result is used

for said approximation from below.
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Proposition 3.9. Suppose that we have p € [1,00) and W an L*-graphon on K with W € K(LP(Q)). Then
for every e > 0, there exists a graphon V' on K with the properties that V-.< W, and p*(V') > p5(W) — €.

Proof. We define a sequence of graphons V; < V5, < ... < W, where V,, is the pointwise minimum of W and
the constant-n, V,, := min(W,n). Obviously, V,, is symmetric and bounded, and thus a graphon. Also, the
decomposition of ‘7; into strong components is the same as of W/ So, the sets of contradictory components
involved in the definition of p;(V;,) and of pj (W) are the same. Thus, we have lim,, o pj (V) = o5 (W) by
Theorem 2.4 in [34] (applied to the Banach space LP?(K)). We conclude that there exists a graphon V < W
with p3 (V') > pj (W) —e. Since V is a graphon, Lemma applies. It tells us that the notion of eigenvalues
and eigenfunctions of I" does not depend on the choice of the space L4(f2) (over all g € [1,00)). In particular,
we have ps(V) = p*(V). O

3.3.3 [LP-digraphons as integral kernel operators on L?(Q)

Suppose that W is an LP-digraphon (in this section, we work with p € [2,00)). In this section, we deduce
that W as an integral kernel operator on LP(2) is bounded and compact (Lemma and express the
spectral radius using a Gelfand-like formula involving the LP-norm. While we were not able to find this
result, we believe it could be known.

The first result is similar to Exercise 7 on page 177 in [15].

Lemma 3.10. Suppose that W € LP(Q2) for some p > 2. Then W as an integral kernel operator on LP(£2)
is bounded with ||W||opppy < |Wlp. Furthermore, W is compact on LP(£2).

Proof. Suppose that f € LP(Q). First, we prove that W f is well-defined as a function at almost every x € Q.
Let g be the Hélder conjugate to p, % + % = 1. We have that ¢ < 2 < p. In particular, ||f|l; < ||f|l,- Also,
notice that when ||W{|, < oo, then by Fubini’s theorem, at almost every = € € we must have [|W (z, -)||, < oo.

Hence, using Holder’s inequality (HI),

(W )(2)] = ‘/W(%y)f(y)du(y)‘ < IW @ lp 17l < Wy - £l < oo

Let us now get a bound on the LP-norm of W f. We use the previous calculation

IIWfH§=/\(Wf>(fC>I”du(x) S/IIW(%-)Hi-||f||£du(l’) TEWAL A -

Equivalently, |W fll, < [W]|lp-|If|lp- This shows that W as an integral kernel operator on L”(£2) is bounded
with [ lop( < [Wlly-

We now turn to proving compactness of W. Recall that the product sigma-algebra on Q? is generated
by sets of the form S x T, where S,T C ) are measurable. That is, it is known that for an arbitrary ¢ > 0,
we can find a finite sequence S1,T1, 52,75, ...,50, Ty C £ and coefficients c¢1,ca,...,c¢ € R so that for the
function W, := Zle ¢;ilg, xr, we have |[W —W,||, < e. By the previous (applied to U = W — W), we have
W = Wellopp) < |W —We|l, < e. Also, the rank of W, is at most £. That is, up to arbitrary precision, we
are able to approximate W by a finite-rank operator in the operator norm. By a well-known fact (see e.g.
Theorem 4.4 in [I5]), it follows that W is compact. O
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There are many versions of Gelfand’s formula (Proposition(3.6]). We will need a different version, involving

LP-norms of kernels of a nonnegative LP-digraphon.

Proposition 3.11. Let p € [2,00). Suppose that W is an LP-digraphon on Q. Then we have p,(W) =
1/k
limgoo (|IW7],)

The next lemma is an important ingredient for the proof of Proposition [3.11} For it, we work with
composition of kernels. That is, if A, B € LP(9?), then we define C' := Ax B as a function on Q2, C(z,y) :=
J. Az, z)B(z,y) (provided, that the integral is defined). The next lemma tells us that under mild conditions,
A x B is indeed defined almost everywhere, and we have A * B € LP(Q?).

Lemma 3.12. Let p € [1,00) be arbitrary. Let A, B € LP(Q?) be two kernels. Let Tx be the integral kernel
operator associated with A, and assume that Ty € B(LP(Q)). Set C = Ax B. Then C is defined almost
everywhere, C € LP(Q?), and [|C|[; < [|Tally, - IBIl;-

Proof. For x € Q, write C, for the “column slice of C at z”. That is, C, is a one-variable function,

C.(y) := C(z,y). Fubini’s Theorem gives

il = [ culg dnto).

With a similar slice convention for B, we have
IB1 = [ 181} duta)

We will prove the lemma slice-wise, that is, we will prove that for every « € ., [|Cy|[y < [|Tallf, ) - Bzl

As C = Ax B, we have C,, = T4(B,). So, the inequality we need is just @D applied to the function B, and
operator T'4. O

Proof of Proposition|3.11. To get one inequality of the proposition, we use Gelfand’s formula for the Hilbert—
Schmidt norm (Proposition and then use that [|-[|, < [|-||, and p(-) = pa(-) > pp() (see Lemma.
. 1/k .. k 1/k
W) < p(W) = lim (|[W* < liminf ([WH])
o) < (W) = tim ([9¥],)"" < timint (|,

k—o0
We now turn to the other inequality. Lemma with A = WF=1 and B = W gives

, 1k NGk - 1/(pk)
timsup ([[74]],) = tmsup ([[I47) 7 < imsup (|71, - 177)

L b1 /k 1/(pk)
_hlrcnjip (HTW Hop(p)) klgglo (||W||§) )

The first term goes to the spectral radius p,(W) by Gelfand’s formula (Proposition . The second term
1/k
goes to 1. Hence, limsup,,_, (HWka) < pp(W) -1, as was needed. O
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3.4 More on digraphons
3.4.1 Peripheral multiplicity and graphic periodicity of digraphons

In a directed graph, the period is defined as the greatest common divisor of the lengths of all its directed
cycles. It is well-known that when this period is greater than 1, the vertex set can be partitioned into
equivalence classes called cyclic sets. Edges in the digraph move vertices from one cyclic set to the next in
a fixed cyclic order modulo the period. If the period is 1, the digraph is called aperiodic, and no nontrivial
cyclic partition exists. Similar notion exists in the theory of Markov chains. In [27], a counterpart for

digraphons was introduced.

Definition 3.13. Suppose that I is a digraphon on Q. For d € N, we say that T is graphically d-periodic
if there exists a partition Q = XoU X7 U...U X4-1 such that (using the cyclic notation Xq = Xo) for every

J=0,...,d =1 we have I' x, x o\ x =0.

i+1)
The following was proven in [27].

Theorem 3.14 (Theoremin [27]). Suppose that T is a strongly connected digraphon on Q2. Suppose that
the peripheral multiplicity of I is D. Then I" is graphically D-periodic.

3.4.2 Key asymptotics

The following is one of the main results of [27]. It asserts that high powers of a digraphon can be asymptoti-

cally expressed using the spectral radius, the left principal eigenfunction and the right principal eigenfunction.

Proposition 3.15 (Theorem in [27]). Suppose that T is a strongly connected digraphon on ground set
Q. We assume that there are left and right real eigenfunctions v, vgr for the eigenvalue p(T') satisfying
(vr,,vg) = 1.

Let the peripheral multiplicity of T' be D. Suppose that Q = XoU Xy U...U Xp_1 is a decomposition as
in Definition [3.13 provided by Theorem [3.17)

Let p := p(T"). There exists a number o € (0, p) with the following property. For everyi,j € {0,...,D—1}
and every x € X; and y € X; we have

. plor(z)vn(y) + O(ab) if¢=j—1 mod D, or
I(2,y) =

0 otherwise,

as £ — oo. The term in O(-) does not depend on = and y.

3.5 Proof of Proposition [1.12

%
Suppose that X C K is a strong component of W. Since X is a contradictory component, the set P := {z €
K : z,-z € X} has positive measure. Define R := X \ P. Define R := {~z: z € R}. We shall prove that

P U RU R is strongly connected. (10)

From that it will follow, using the fact that X is a strong component and Definition [1.3(ii)} that R is null,
which in turn yields that R is null. This will prove the statement.
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To prove , consider a partition ALUB = PURUR into two arbitrary sets A and B of positive measure,
H
as in Definition We have [, , W > f(AnX)X(BmX) W. The last term is positive by the fact that X
is a strong component and Definition provided that we prove that AN X and B N X have positive
measure. So, it only remains to deal with the cases that AN X or BN X is null. Suppose for example that
AN X is null, the other case being analogous. Then A Co R. In particular, for the set A := {2z : 2z € A}
we have A C R. Also, the set B := {-z: z € B} contains P. That means that (BN X)U 4 is a partition of
%
X into two sets of positive measures. By (2), we have f(AmX)X(BmX) = f(EmX)xZW > 0, where the last

inequality follows from Definition [1.3(1)

4 Proof of Theorem [1.9(i)]

The bulk of the proof will deal with the following setting.

Proposition 4.1. Suppose that U is an L3-digraphon on K. By Lemma we have that p3(U) is defined.
If p3(U) < 1, then for the random variable Ny, counting the number of bicycles in G(n,U), we have E[N,] — 0

as n — oQ.

4.1 Proposition implies Theorem [1.9(i)!

%
Let U :=W [[Uiel* QZ]] We have U € L3(K?) and the associated integral kernel operator U is bounded
and compact as an operator U : L3(K) — L3(K). Restricting our attention to J;.;. € is sensible as

contradictory cycles cannot appear elsewhere. This is formally stated in the next lemma.

Lemma 4.2. Suppose that ¢ ~ TwoSAT' (n, W) where in the sampling, we generated 7 : Lit,, — Q. Then

almost surely for each contradictory cycle ui, ..., u, in D(¢) we have that T(u1),...,7(u;) € U;cpe -
Proof. This is just Proposition in [27] translated to our setting. O

Let M, be the number of bicycles contained in some contradictory cycle in D(TwoSAT'(n, W)). Let
N,, be the number of bicycles in G(n,U). Note that the edge set F of each potential bicycle satisfies the
conditions of Lemma [2.3] From Lemma [2.3] and Lemma [£.2] we get

P[N, = 0] < P[M, = 0). (11)

We apply Proposition and get that E[N,] — 0, as n — co. Markov’s inequality and gives that
M,, = 0 asymptotically almost surely, as n — oo. By Proposition TWOSATT(TZ, W) is asymptotically

almost surely satisfiable.

4.2 Proof of Proposition [4.1

We set up constants a and C' in a way which does not depend on n. Let a > 0 be such that p3(U) + «a < 1.
Next, we set up C. By Proposition we have p3(U) = limy_,o0 (||UEH3)1/£. In particular, we can fix a
constant C' > 0 such that for every £ € Ny, we have

1U]ls < C(ps(U) + )" . (12)
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Foreach k > 2,2 <a < k,and 1 < b < k — 1, let the random variable ij’“’b count the number of
(k,a,b)-bicycles in G(n,U). Let us first focus on the path wjus...us of any such bicycle. It is part of the
definition of a bicycle that the variables in the literals u; are pairwise distinct. By symmetry, the probability
that any such sequence forms a basis of a (k, a, b)-bicycle is the same as for the sequence of positive literals

v1,...,V;. That is, we have
E [ij’a’b] = <Z>k' .ok “Pgn,uy [v1, ..., vx forms a basis of a (k, a, b)-bicycle]

< nk.ok “Pgn,v) [v1, ..., vy forms a basis of a (k,a,b)-bicycle] . (13)

In order for vy, ...,vy to form a basis of a (k, a,b)-bicycle, the sequence vy, ..., v has to form a path, and
additionally, two extra edges, namely (—wg,v1) and (vg, —vp) have to be present.

We distinguish cases a > b and a < b.

Case a > b.
We have
Pg(n,u) [v1, ..., v forms a basis of a (k,a,b)-bicycle]
1 b a—>b k—a+1 (14)
< @n)it /za,zb U°(mxq,xp) - U " (ap,24) - U (Ta, "xp)
We use Holder’s inequality (HI) with exponents % and 3, and the Cauchy—Schwarz Inequality (CSI),
/ Ub(ﬁxan mb) ! Ua_b(ajlh ma) ) Uk_a+1($a7 ﬁxb)
Za,Th
2/3 1/3
(HD) 3/2 a— 3/2 —a 3
([ @) @) ([ @)
Tq,Th Tq,Th
1/3 1/3 1/3
(CsI) 3 a— 3 —a 3
S @) ([ o)) ([ @ wna)’)
Lq,Th Tq,Th T g, Th
= [[U°ls - U°°[la - [U* 2+ I3
< C¥pa(U) + )+
We substitute this into ,
k+1
U
Pg(n,u) [v1, ..., vy forms a basis of a (k,a,b)-bicycle] < c? (W) ,
which can in turn be substituted into 7
k,a,b c? E+1
B[N < o (ps(U) + ) (15)
Case a < b.
The calculations are similar. We have
Pg(n,u) [V1, ..., v forms a basis of a (k,a, b)-bicycle]
1 (16)
S o Nk+1 / U(_‘xavxl)Uail(xlvxa) : Ubia(zthb) : Ukib(xbaxk)U(zkv _‘l'b) .
(2n)k+ T1,Ta,Th, T
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We use Hélder’s inequality (HI) with exponents % and 3,

/ U (e, 20) U M ar, 23) - UF (2, 20)U (0, ~3) - UP (2, )
T1,Taq,Th; Tk

(u1)

2/3 1/3
S </ (U(—mca,xl)U“*I(xl,xa))sm . (Ukb(iﬂb,.’ﬂk)U((Ek,—\I'b))S/z) . </ (Ub“(xa,wb))3>

_ (U( a—1 3/2 2/ k—b 3/2 2/ b—a
= _‘xavml)U (mlaxa)) : (U (xbvmk)U(xkv_"rb)) : ||U H5 .

We can now use the Cauchy—Schwarz inequality on the first term,

(/ OG0 o) )/ <(/ <U(ﬂxa,x1>>3)l/3 (/ (U“(:fchxa))?’)l/g

= 1Ulls - 1T 5 -

We can now use the Cauchy—Schwarz inequality on the second term in the same way. Combined, we conclude
that

/ U(=a, 1)U (@1, 23) - UM (wp, 24)U (2h, —p) - UP™" (20, 7)
T1,La,Th, Tl

< Ul 10 s - 101 - 10 s - 1072

{12)

< CP(p3(U) 4 ).

This allows us to get a counterpart to ,

05
B[NE) < o (pa(0) + )" (17)
Putting it together
We have
BN <3S S B " 2R L0100 S R pu(w) + )
n] < ek < — + +a .
k=2a=2 b=1 2n k=2 ”

Since p3(U) 4+ a < 1, we obtain E[N,] = O(). This proves Proposition

5 Proof of Theorem [1.9(ii)|

First, we use Proposition to find a graphon V' < W with p*(V) > 1.

Let €; be an arbitrary contradictory component with n := p (7[[91]]) > 1. Let K* := €, and let k*
be a measure on K naturally rescaled so that it becomes a probability measure, k*(A) := :((Ki )) for every
ACQ;. By Proposition we have K* =g A* x & and k* = \* x uT~ for a certain subspace A* C A and
similarly rescaled probability measure \* on A*. The negation map — : K — K from Section [I.1] naturally
restricts to - : K* — K*.
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We define versions of V' and 7 zoomed in to K*,

U e L™ ((K*)?) Uz,y) = V(z,y) , (18)
T e L ((K*)?) T(z,y) = V(z,y) . (19)

In the remainder of this section, we will work (unless otherwise stated) within the space (K*,k*). In
particular, note that p(T") = ﬁ

Of course, we expect that there is a reason for unsatisfiability of TwoSAT (n, W) within K*. This is
expressed in Proposition below. Let us do some preparations to state. For integers a,b > 2, an (a,b)-

snake is any formula of the form

F= (nfVI)AELVIE)A A (Dlg—1 Vof)A

(20)
(fVI)ANELL NV lar1) Ao A (Slaggb—2 V f)
such that the variables of the literals f,l1,...,l,45—2 are all different. We emphasize that equality of two
snakes can include reordering of the clauses, for example
(—vgg Vu1) A (mw1 V ua) A (mw2 V —wgg) A (vgg V v3) A (w3 V vgg)
=(—wgg V w2) A (=(—w2) V —w1) A (=(—w1) V —wgg) A (vgg V v3) (w3 V vgg) (21)
=(—wgg V 1) A (w1 V vg) A (w2 V —wgg) A (vgg V —w3) A (—(—w3) V —wgg)
=(—wgg V —w2) A (=(=w3) V —w1) A (=(=w1) V —wgg) A (vgg V —w3) A (—(—v3) V —wgg)
are 4 different choices of the literals f,l1,...,l4+5—2 which lead to the same (3, 2)-snake, and no more choices

exist. Later, we will take numbers a and b growing with n such that a # b (see ) Then in general, there
are exactly 4 different choices of the literals f,l1,...,lq4p—2 as in that lead to the same (a, b)-snake.
For an (a,b)-snake F' let Lit(F) be the set of literals that have an occurrence in F. Note that |Lit(F)| =
2(a + b) — 2, since Lit(F) is closed under negation, that is, if it contains a literal ¢, it contains also —/.
When a and b are not specified, we call F' simply a snake. The definition of snakes appeared previously
(with minor modifications) in literature concerning 2-SAT (e.g. [23]). The importance of this definition is

that any formula containing a snake as a subformula is obviously unsatisfiable.

K()

n

Proposition 5.1. Let U and n be as above. Let 5 € (

,00) be arbitrary. Asn — oo, TwoSAT (|8n],U)

asymptotically almost surely contains a snake as a subformula.

5.1 Proposition implies Theorem [1.9(ii)]

Below, we shall argue that the model TwoSAT (n, V) is asymptotically almost surely unsatisfiable. Observe
that this will imply the desired asymptotic almost sure unsatisfiability of TwoSAT (n, W). Indeed, as V < W,
the random clauses of TwoSAT (n, V') are stochastically dominated by the random clauses of TwoSAT (n, W).

Set 3 := %%;) The point of this choice is that we have 3 € (#, o0) (and so Proposition applies)
and 8 < k(€;) (which will be important when we apply the law of large numbers below). We take the
asymptotics n — oo. Consider the way a random formula TwoSAT (n, V) was generated in Section Let

I C [n] be the set of indices 7 such that z; € A*. For every J C [n] of size |On], let £; be the event that
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J C I, and that [T N {1,2,...,max(J)}| = |J|. That is, £; is the event that at least |Sn] many elements
x; were sampled from A*, and that those |Sn| many one with the smallest indices ¢ form the set J. Define
the event O defined by |I| < |8n]. We have that the events O and {€,}; partition our probability space.
By the law of large numbers, asymptotically almost surely, |I| = (1 + o(1))A(A*)n = (1 + o(1))k(€2;)n. In
particular, P[O] = o(1).

For any J as above, the formula TwoSAT (n, V) in the conditional space £; contains (up to renaming the
variables) a formula TwoSAT (|n|,U). By Proposition the latter formula contains a snake asymptoti-

cally almost surely, and thus is unsatisfiable asymptotically almost surely. We have

P [TwoSAT (n, W) is satisfiable] < P[O] + Z P[Es] - P [TwoSAT (n, W) is satisfiable | £/]
T€(i5m))

< P[O] + ) P[] - P [TwoSAT(|8n], U) is satisfiable]
J
< P[O] + (Z P[&;]) - P [TwoSAT(|5n],U) is satisfiable] < o(1) +1-0(1) .
J

5.2 Proof of Proposition 5.1

In the proof, we treat the number N := |fn| as N = On. Let p := ﬁ = p(D).
Let D be the peripheral multiplicity of I'. Fix a partition K* = XqUX;U...UUXp_1 as in Definition 3.13
provided by Theorem Fix two indices tsources tsink € {0,1,..., D — 1} such that

N {yeA :(y,+)eX and (y,—) € X, })>0. (22)

Lsource

5.2.1 Setup for counting snakes

We first introduce an abstract version of our setup. That is, first we work in a general probability space.
ses s be their
sum. Let 7 C &% be an arbitrary superset of the set {(s1,52) € 8% : 51 # 89, E[Zs, Zs,] # E[Zs,|E[Zs,]}.
The Paley—Zygmund inequality tells us that
E[Z%] - E[Z)?  Y(s sn)es?(BlZs Zs,] — E[Z,,|E[Z,,])
E[Z?] E[Z?]
Yees(BlZs] —E[Z) + X, oyer(BlZs, Zs,] — E[Z,,]E[Z,,])

- S

> ses E[Zs] + 2(51,52)e7 E[Z,,Zs,]

Suppose that {Z;}scs are indicator random variables indexed by a finite set S. Let Z = >

P[Z=0] <

<

E[Z?]
E[Z] + . E|Zs, Zs
B+ Y ey B2 Zu] o
E[Z?]
We shall use the above setup for counting (a, b)-snakes on the set of variables {vy,...,vx}, where
a:=2D - [log, N|+ tsink — tsource and b:=3D - [log, N+ tsource = Lsink - (24)
Note that

a#b (25)
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for N large enough.

That is, let S be the set of snakes on variables {vi,...,ux}. Taking into account the discussion
around (2I), we have |S| = 29+=3(N),4p_1, where (N)q4p—1 is a falling factorial. If a + b = o(v/N),
then this gives

S| = O(@2N)™ 7). (26)

For every F' € S, let Zr be an indicator variable representing the occurrence of F' in our random
formula TwoSAT (N, U) obtained in the equivalent model TwoSATT(N, U) as described in Section Let
Z =) pes Zr. For a formula F, write Vars(F) for the set of all variables it contains. We define

T :={(F,G) € S* : F# G and Vars(F) N Vars(G) # 0} . (27)

Obviously, this T satisfies the assumptions above.
An (a,b)-snake F' can be represented as a cycle of implications in several ways. Namely, F' is equivalent

to each of the following 4 different cycles

fmlh— . .=l —=f=2lg— . = lggp—o— f
folg1—>.. .=l ——f=lg— . = lgpa— f (28)
fmlh—. .=l —=>f=>lggpo— ... >l — f

f—=lpa—.. .=l = f = -lgppo— ... >0l — f

If C is a rooted cycle in any of the forms we call it an (a,b)-serpent. We let clauses(C') denote the
snake F'. Moreover, let impl(F') be the set of all implications equivalent to some of the clauses of F'. Hence,
impl(F') is the union of the four serpents (this union is generated by the first and the fourth serpent
of 7 and also by the second and the third serpent of )

5.2.2 First and second moment for snakes

The following lemma handles the probability of containment of a particular snake. Recall that U is bounded
(see (18)).

Lemma 5.2. The probability that any given (a,b)-snake F is contained in TwoSAT(N,U) is

1

P[ZF] = 2N)a+b

/ 1 (3, ~2) T (=, 2)dk* () | (29)
rzeK*
when N > 2||U]|co-

Proof. The quantity P[ZFr| can be expressed using the way we generate random formulas in Section
That is, we integrate over the representatives x,yi,...,yqs+p—2 of the literals of the snake, and use on
every clause of the snake (see (20))). This results in a (a + b)-fold product of terms coming from in the
integral,

1

P[ZF] = W

/ U(—z,y)U(—y1,92) - .- U(—Ya—1, 72)-
T,Y15-Yatb—2 EK*

U (2,9a)U(Was Yat1) - - U(Wasrb—2,2)d6"(2) d6"(y1) - .. dK" (Yayp-2) -
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Using the definition of ', this can be rewritten as
1
| D, )T (w1, 92) . T(yams, )
(2N)a+b TY1,--Yatb—2EK*
T2, Y)T (Yas Yat+1) - - T (Yatv—2, 2)d6"(2) d&™ (1) - . . dE" (Yatb—2) -

Note that each of the variables yi,...,y,—1 has an occurrence in exactly two terms in the integrand and
these terms have the form I'(z1,y;)T' (s, 22) with some other variables z; and z9. Since no other term
contains y;, the integration over y; produces I'?(z1, z2). Using this by induction, we can integrate over all
the variables y1,...,y,—1 and replace the product of the terms containing them by I'*(z, ~z). Similarly, the

terms containing y,, ..., yr_2 can be replaced by I'*(—z, x). O

Observe that Proposition and Lemma tell us that there exists a constant ¢ > 0 such that for
every £ € N,
IT)loo < cp” . (30)

The next lemma uses Lemma to get the order of magnitude of P[ZF].

Lemma 5.3. For each (a,b)-snake F' we have

P[Z:] = O <(2§V)“+b> . (31)

Proof. For the upper bound, we use and see that the integrand in is at most c?p2tt. Thus,
P(Zp] < 2 (%)

For the lower bound, we again invoke , but this time together with a more careful estimate directly
from Proposition Let « € (0, p) be given by Propositionfor the digraphon I'. Let vy, and vg be the
left and the right eigenvector for the eigenvalue p(I') of I'. By Theorem 3.5, the functions vy, vr € L?(K*)
are positive almost everywhere. Combining with , we see that there exists § > 0 such that for the set

R:= {y € A*: (ya +) € szourccavL((y7+)) > 0 and (y’ _) € szink’,UR((y7 _)) > 5} )

we have A*(R) > §. To obtain a lower bound on the integral in (29)), we proceed as follows. We have
* 1 a *
[ oo @z [ e o)t (e e )i . @)
reK* yeER

For y € R, we have (y,+) € X,__,... and (y,—) € X,_..- By , we have that @ = tgnk — tsource mod D
and b = tsource — tsink mod D. Thus, we can continue with with the help of the point estimate from
Proposition |3.15

/ %z, ~x) - I(—~z, z)ds*(z)
zeK*

Y

ol N~

/ER (0" vr (v, 1))vr (v, =) +O0(@”) - (e vr (v, =) v (v, +)) + O(a”)) dA* ()
>~ (p"0% + 0(a")) - (p°6% + O(a?)) = © (p***) .

It suffices to plug this bound into . O
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a+b

Lemma 5.4. For the sum Z := ), s Zr we have E[Z] = © (pN ) In particular, by the choice of a and
b in (24), we have E[Z] — occ.

Proof. We combine and Lemma O

To use the bound , we define A =37 . o) o7 E[ZrZc]. To prove Proposition we will show that
A = o(E[Z?]). By symmetry, we can fix an arbitrary Fy € S. Below, we write

Fo=(fVI)ANEUVI)A A (Flagor Vo)A V) A (Bl Vigp) Ao A (Slggp—2 V f) .

We then have
A=1[S| Y E[ZgZd]. (33)
GES:(Fy,G)eT
Every term Zp,Z¢ in is the indicator of the event the concatenation of the formulas F and G appears
in TwoSATT (N, U). We denote Zp,uq := Zp, Za.

In order to get an upper bound on E[Zp,g], we use a generalization of the method used to prove
Lemma Consider an arbitrary mapping ¢ : Vars(Fy U G) — K*. Extend it into a mapping ¢ :
Lit(FoUG) — K* by defining () = —)(v). Let t(Fo UG, T, 9) be the product of the weights of all clauses
in Fy UG, where a clause (h V h’) has weight

U(h),v(h") _ T (=h), o(0) _ T (), ¢(h)) (34)
2N 2N 2N '

Moreover, we consider 1 (v) for every v € Vars(Fy U () as a variable whose range is K* and t(Fy U G,T,v)
as a function of these variables. The expectation E[X r,uc] will be expressed as an integral of t(Fo UG, T, )

over the variables in V', so we write

E[X 0] = /w H(Fo U G, T, ) (") Vors(ou@)) (35)

Given any serpent C = (g =1} — ... =1,y =g =1, = ... =1, 5, — g), wesay that C is original
if we have clauses(C) # Fy. We say that C' is overlapping if (Fy, clauses(C)) € T. Note that by (21]), serpents

are in a 4-to-1 correspondence to all (a,b)-snakes. That is, we can rewrite as

A= 18] > E[Zr,uc] - (36)

C original overlapping serpent
(Here, Zp,uc is a short for Zp,yclauses(c)- Similarly, later on, Vars(C') will be a short for Vars(clauses(C)).)
To get an upper bound on A, we classify serpents, and obtain bounds on E[ZF,,¢] depending on the
particular classification of serpent C. This is done in the following definition. See also Figure [3] for an

illustration.

Definition 5.5. Suppose that C is an original serpent rooted at a literal g. A literal in C is called free,
if it is not in Lit(Fp) U {g,~g}. A directed edge of C is an intersection edge if it belongs to C N impl(Fp),
and a non-intersection edge otherwise. A nonempty sequence of consecutive (i.e., increasing along C') non-

intersection edges of C, such that the terminal vertices of the sequence are non-free literals and there is
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Figure 3: An example of a serpent when a = 6, b = 4. The serpent is depicted in red. Its free literals
are depicted in full red circles, its non-free literals are depicted in half-red circles. Its intersection edges
are dotted. The good non-intersection sequences written in the format (start,end,length) are: (g,ls,2),
(ls, ~g,2), (=g, 17, 1).

no other non-free literal in the sequence, is called a good non-intersection sequence. The length of a good
non-intersection sequences is 1 plus the number of free literals in it.

Let r(C) be the number of free literals in C. Let s(C) = |C \ impl(Fp)|.

We say that C is of Type I if g & Lit(Fy). We say that C is of Type 11 if g € Lit(Fp) \ {f,~f}. We
say that C is of Type Il if g € {f,—f}.

Definition 5.6. Suppose that C is a serpent. We define the intersection pattern of C as the rooted cycle
coming from C (with the same root) where we replace the free literals by positive literals on new variables
21,22, .., %p(c) (not appearing in Lity ) in the order defined by the numbering of the literals in C. Hence,
the intersection pattern is uniquely determined by C.

For a given serpent C, let [C] be the equivalence class of all serpents having the same intersection pattern,
and let € be the set of all these equivalence classes.

Note that all serpents C' within one intersection pattern have the same type (Type I/Type I1/Type III)
and the same parameters r(C) and s(C). Thus we can define r(E) and s(E) for £ € €.

Lemma 5.7. Suppose that C is an original serpent. The number of good non-intersection sequences of C is

s(C) —r(C) > 1. The sum of the lengths of all good non-intersection sequences of C is equal to s(C)

Proof. Let g be the root of C'. Since g and —g are non-free literals, every maximal sequence of consecutive
non-intersection edges and free literals has non-free terminal vertices, so it is a good non-intersection sequence.

The number of edges in a good non-intersection sequence is 1 plus the number of free literals in it. Hence, it
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contributes 1 to s(C) — r(C). Moreover, there is at least one non-intersection edge, since Fy # clauses(C).
This implies that there is at least one good non-intersection sequence, so we have s(C) —r(C) > 1.

The claim about the sum of the lengths is obvious. O

Note that a serpent has no free literals if it goes through the set of literals Lit(Fp) in a way different
from Fjy.

Let us derive an upper bound on E[Xr,uc] in terms of the parameters r(C) and s(C).

Lemma 5.8. Let C be a serpent. We have

E[Zr,uc] < © ((;V)““’ SO =r(0) (;\»““) (37)

Proof. Let g be the root of C. Consider the following partition of the set of variables Vars(Fp U C) =
ViUV, U Vs, where

V1 := Vars(Fp) ,

Vo := Vars({g}) \ Vars(Fp) ,

Vs := Vars(C) \ (Vars({g}) U Vars(Fp)) .

Note that V5 is either empty or a singleton and V3 are the variables from V' corresponding to the free literals
of C. The integral becomes

E[Zruc] = / / / H(Fy U C, T by @ 1o @ t63) () ¥)d( (%) 2)d (k%)) . (38)
P1E(K*)V1 Jhoe(K*)V2 Jopse(K*)V3

First, we prove that

s(C)
E[Zruc] < O~ () / H(Fy, T, 91 d((57)") - (39)
P1€(K*)

Indeed, the integrand in is the product of the weights of the edges of Fy. This is the part of ¢(Fp U
C,T, 91 @ P @ 1b3) that is not affected by integration over Vs and Vi. We now need to incorporate the
contribution of the non-intersection edges to t(Fy U C,T', ¢ @ 12 @ 1p3). We do it by looking at the good
non-intersection sequences one-by-one. Consider each good non-intersection sequence, say consisting of /¢
edges, and use and . After integrating over the ¢ — 1 free variables in its free literals, we see from
this that such a sequence contributes at most c - (2 N)z.

Finally, we multiply the above upper bounds over all good non-intersection sequences. The number of

these sequences is s(C) — r(C') and the sum of their lengths is s(C), so the product over all good sequences

()= (C) (L)S(C)
5N
in (39).

Lets now move from to . To this end, it suffices to combine with . O

is the term

Proposition 5.9. Let C be an arbitrary serpent. Then

1 /e \s@-r©) .,
S| Y ElZnuel <0 (5 (5) @) (40)
C’e[C]
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Proof. Each serpent C’ € [C] is given by a choice of a replacement of the free literals of C. We have at most
(2N)"(©) choices of the free literals. We combine this with and and get the desired bound. O

For every combination of r, s which are admissible parameters r(C) and s(C) for serpents, let M, 51
denote the number of intersection patterns of serpents of Type I such that the parameters r, s, have the

given values. We define similarly M, ;2 and M, ;3 for serpents of Type II and Type III.

Lemma 5.10. For any r,s € Ny, we have

M, o1 <AN(2(a+ b)) (41)
M,c2 < 4(a+b)(2(a+))**""), and (42)
M, .3 < 4(2(a+b)36=") . (43)

Proof. First, we look at . A specific intersection pattern of Type I and with parameters r, s is determined
by the following choices

e one of at most 2NV possible literals for the root g,
e at most one of two choices ‘up’/‘down’ explained below,

e for each good non-intersection sequence, by a choice of its two terminal vertices and length. The
terminal vertices are elements of Lit(Fy) U {g, g} which has size 2(a + b). The length of a good
non-intersection sequence is an integer between 1 and a + b. By Lemma [5.7] there are s — r good
non-intersection sequences. Hence, we have at most (2(a + 1))2¢=")(a + b)*~" < (2(a + b))3¢—7)

possibilities.

Let us verify that the set of intersection edges is uniquely determined by the above choices. These edges
can be split into maximum sequences of consecutive edges in impl(Fp). If g is contained as an interior point
of some of these sequences, we split it further, so that g is an terminal vertex. The number of sequences of
intersection edges is not important, so we can safely do this. After this, the terminal vertices of intersection
sequences are determined by the root g and the terminal vertices of good non-intersection sequences (that
is, by the end of one good non-intersection sequence and the beginning of the next one). There is one
exception, an example of which is shown in Figure Namely, Figure [4| shows two serpents, with two
different intersection sequences, both both starting at lg and ending at [;. Such a situation can occur only
for intersection sequences which entirely contain either one of the two branches of Fy from f to —f or one of
the two branches of Fy from —f to f. Each serpent contains at most one such intersection sequence. Hence,
this non-uniqueness can be encoded by two choices, say ‘up’/‘down’.

We now turn our attention to . The argument is as for intersection patterns of Type I, except that
we can sharpen the bound on the number of choices of the root g from 2N to 2(a + b) — 2.

Last, we cover . The argument is again the same, with even a better bound on the number of choices

of the root, namely g € {f,—~f}, i.e., 2 choices. O

As we said, we prove Proposition by using (23)). For this, it remains to show that A = o(E[Z?2]). To
this end, we use . We partition € = €; LI &, LI €3 into intersection patterns whose serpents are of Type I,
Type II, or Type III, respectively. That is, Proposition will follow from the following three statements.
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Figure 4: An example of two serpents which do not have the same intersection pattern but have the same set
of good non-intersection sequences. Written in the format (start, end,length), these are: (g,1g, 1), (11, g, 1),
(—g9,9,3). Here,a =7, b= 3.

Lemma 5.11. We have
S| > > ElZruc] = o(E[Z7) .
gee, Ce€
Lemma 5.12. We have
S| > > ElZruc] = o(E[Z%) .
£ee, Ceg
Lemma 5.13. We have
815 S ElZiuc] = o(BIZ%) .
£ees Cee
For the proofs of Lemmas we partition €; (where t = 1,2,3) as ¢; = U, ;& ,;, where r
and s are the parameters of the intersection pattern as in Definition [5.6
In fact, in the proofs of the three lemmas above, we shall prove that the left-hand sides are o(E[Z]?),
which is a slightly stronger bound. To this end, we shall use Lemma which tells us that

E[Z]> = © (p 2](:;?)) : (44)

5.2.3 Proof of Lemma [5.11]
Let r € Ny, s € N. Multiplying by yields

SIS Y Biznu] =6 (a0 (55) o) (15)

£el, 5,1 CEE
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We claim that €, ;1 = () for s—r < 3. By Lemma s—r is the number of good non-intersection sequences.
In order to prove that we have at least 3 such sequences, note that C's contains at least 3 non-free literals: g,
—g, and at least one further literal, say h from F (indeed, otherwise we would have Vars(Fy) N Vars(C) = ()
and C would not be overlapping). Each of the literals g and —g is connected to two non-intersection edges
in C. They contribute to s — r, but the contribution depends on whether they belong to different good
sequences. Two of them may belong to the same sequence, if they are in the branch between g and —g
containing only free literals. However, one of the branches contains h, so this branch contributes at least 2
to s — r and the other at least 1.

Now, fix s € N. The sum of over decreasing r > 1 satisfying s—r > 3 is a finite geometric progression
with the common ratio (2(a + b))3/(2N) = o(1). Hence,

C 3
Sy S S e =6 (e () )
reENis—r>3£€C,. ;1 CEE
Since p > 1 is a constant, taking the sum over 1 < s < a + b yields
c\3 9,
SI Y Y Blznuel =0 (@a+0)* (55) #0) (46)
e, Ce&

To finish the proof of the lemma, we use (44). That is, we need to show the right-hand side of is

(a+b)
0 ( : N;r ) By canceling p?(*t?) on both sides, we see that this is equivalent to showing that

o +0) (5x) =0 <Jé2) ,

which is evident.

5.2.4 Proof of Lemma [5.12]

Let r € Ny, s € N. Multiplying by yields

SIS X ElZnucl =0 (a0 (55) ) (a7)

SEQ:T,S,Z Ce&

We claim that €, 50 = 0 for s —r < 2. By Lemma we only need to treat the case s —r = 1. So,
suppose s —r = 1. Then one of the halfcycles of C, that is either the halfcycle starting at g and ending
at —g or the halfcycle starting at —g and ending at g consists only of intersection edges and due to the
structure of impl(Fp) contains both literals f and —f. This is a contradiction, since C' contains only one pair
of contradictory literals.

Now, fix s € N. Similarly as in the previous case, taking the sum of over decreasing r > 1 satisfying
s —r > 2 yields

st > ZE[ZFOUC]ze(a;b(z(Hb))ﬁ (ﬁf pa+b+s>

rENgis—r>2£€C, 5 2 Ceé&
and the sum over 1 < s<a-+bis

SIS Blzncl =0 (a0 (55) 2o ) (48)

£ely Ce&
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To finish the proof of the lemma, we use (44). That is, we need to show the right-hand side of is
) (pZ(aer) ) By canceling p2(*t?) on both sides, we see that this is equivalent to showing that

N2

e (55) =0 (52)

which is evident.

5.2.5 Proof of Lemma [5.12
Let r € Ny, s € N. Multiplying by yields
_ 1 3(s—r) c N\ a+b+s
SIS Y Biznu] =6 (20" (55) 7 ) (19)
£€C, .3 CEE
In order to get an upper bound, we distinguish two subcases, namely s —r > 2 and s —r = 1. We use the

upper bound M, ;3 for each of these subcases, so we loose a factor of at most 2.

Now, fix s € N. Similarly as in the previous case, taking the sum of yields
1 6 C 2 a+b+s
S Y S Bizmu =6 (e (5) )
reNis—r>2£e¢, ;3 Ce€
and the sumover 1 <s<a-+bis
_ 1 6 ( €\ 2(a+b)
SY Y Y S Blzncl=o(gearnr () #e)
seENreNg:s—r>2£€¢, ;3 CeE

We immediately see, that this term is negligible compared to (44]). It remains to get the same conclusion
about the terms with s —r = 1. If s —r = 1, then gives
1 c b
S0 Y Y S Bzl =6 ()P (55) )
reNis—r=1£€¢, ;3 Cef
By Lemma the above formula counts the contribution of intersection patterns with a single non-

intersection sequence. One can verify that such intersection patterns satisfy s < max(a,b) = b (recall (24)).

Taking the sum over 1 < s < b yields

S Y Yencl-o (W) @o (LW ggp)

pa
reNis—r=1£€¢, ;3 Ce&

as was needed.

6 Proof of Proposition (1.14
Equivalence This is Proposition in [27].

Implication = This is explained in Section we just repeat the argument. Assume that
p*(W) > 0. Let f be an arbitrary function tending to infinity. We see that random clauses TwoSAT (n, f(n) -

W) eventually stochastically dominate random clauses of TwoSAT (n,U), where U := %. Since we have
p*(U) = 2;1%) > 1, Theorem tells us that TwoSAT (n,U) is asymptotically almost surely unsatisfiable.

We conclude that TwoSAT (n, f(n) - W) is asymptotically almost surely unsatisfiable, too.
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Implication This is obvious.

Implication We will introduce another model of random 2-SAT, Densest TwoSAT (n, W). We
will prove that assuming

(D1) for every n € N and for every ¢ > 0, random clauses of DensestTwoSAT (n, W) stochastically dominate

random clauses of TwoSAT(n,c- W), and
(D2) DensestTwoSAT (n, W) is asymptotically almost surely satisfiable.

This will obviously prove that TwoSAT (n, f(n) - W) is asymptotically almost surely satisfiable for every
function f. The model DensestTwoSAT (n, W) is defined exactly like TwoSAT (n, W) except that the insertion
probability in (1] is replaced by

0 if W((zi,a), (z;,8)) =0,

1 if W((zi,9q), (z;,5)) > 0.
It is obvious that (D1) is satisfied. Let us now turn to (D2). Let K = Qo U| J;;
of W into strong components. By Proposition in [27], we almost surely have the property that ele-

Q; be the decomposition

ments Y;,, Y., - - -, Y5, € K representing an arbitrary cycle, say C = v;,vj, - - - v5,, in the implication digraph
D(Densest TwoSAT (n, W)) lie within one strong component, say €2;. But as §; is not a contradictory compo-
nent, we have that C' is not a contradictory cycle, almost surely. We conclude that D(Densest TwoSAT (n, W))
contains no contradictory cycles almost surely. Thus, DensestTwoSAT (n, W) is satisfiable almost surely by
Proposition 2.1]

7 Further directions

7.1 Graphons with p*(W) =1

If we take W = 1, then the result of [9] implies that the probability of satisfiability of TwoSAT(n, 1)
lies in the interval (¢,1 — ¢) for some ¢ > 0. It is in fact reasonable to conjecture that the limit of
P[TwoSAT (n, 1) is satisfiable] exists. More generally, it could be, that for every graphon W with p*(W) = 1,
we have that the limit of P[TwoSAT(n, W) is satisfiable] exists and lies in (0, 1). The main focus of [9] is on
the ‘scaling window’ of 2-SAT. This a phenomenon first described in the setting of the giant component of

random graphs, [8, BI]. The main result of [9] asserts that
0 < liminf P[TwoSAT (n, (1 + Cn~'/3)1) is satisf.] < limsup P[TwoSAT (n, (1 + Cn~1/3)1) is satisf.] < 1
for every C' € R, and

lim inf P[TwoSAT (n, (1 — f(n))1) is satisf.] =1 and limsup P[TwoSAT(n, (1 + f(n))1) is satisf.] =0,

whenever f: N — R, grows much faster than n~/3. The same question makes sense for any graphon with
p*(W) = 1. Specifically, it is natural to ask whether the critical scaling is always of order ©(n~'/3). This
phenomenon — often referred to as belonging to a ‘universality class’ — has been observed in many random

discrete structures.
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7.2 Asymptotic rate of convergence in Theorem (1.9

One might want to obtain the rate at which the probability of the satisfiability TwoSAT (n, W) approaches 0
or 1in Theorem The main result of [9] asserts that if W = C'is a constant graphon, then the probability
of satisfiability is exponentially small when C' > 1, and the probability of unsatisfiability is ©(n~!) when
C € (0,1). We believe that if W is a graphon with p* (W) > 1 then P[TwoSAT (n, W) is satisf.] < exp(—ewn)
for some ey > 0 that depends on W. The case p*(W) < 1 seems more delicate, allowing for different rates

of the probability of satisfiability, depending on the structure of W.

7.3 Higher clause sizes

One could study inhomogeneous variants of random k-SAT for £ > 2. In the simplest version, the model
would be given by a symmetric bounded measurable function W : K* — [0,00). Here, symmetric means
that W(zy,...,2x) = W(xrq),...,r)) for every permutation 7. For n € N, we define random k-SAT
formula ¢ ~ RandomkSAT (n, W) on variables Lit,, by sampling elements z1,...,z, € A independently with

distribution A. For each tuple {i1,...,ix} € (}) and each tuple of signs s1,...,5;, € &, we insert the clause
{5104y, .. .,5k0;, } into ¢ independently from other choices with probability
min {1’ w ((331'1,51), cey (xik,sk)) } .
nk—1

The scaling # is chosen so that the resulting formula typically has ©(n) clauses, which is the order of

magnitude relevant for the homogeneous random k-SAT.

The theory of hypergraph limits (as established in [19, B5]) offers even more complicated models. In
those, the parameterizing function would not be k-dimensional, but rather (2¥ — 2)-dimensional, U : K x
A2 -(R+2) [0,00) (subject to certain symmetries). The right way to think about the power 28 — (k4 2) is
that it represents all subsets of [k] of sized 2,3, ..., k—1. To create a random formula ¢ ~ RandomkSAT (n,U),
we generate a random collection {zs € A}gc(r),|5)=2.3,....k—1- The clause {s1v;,,...,8,v;, } is inserted into ¢

independently from other choices with probability

U (80 es @y 0. (@5) gy 51,1 )

min ¢ 1, Y

Given the difficulty of the homogeneous case of random k-SAT for k£ > 3 ([I8)]), it is hopeless to obtain
a complete picture of the inhomogeneous model. But there are some intermediate goals. For example,
for a given U, it is plausible that there exists ¢y € (0,+o00] such that for ¢ < ¢y, RandomkSAT (n, cU) is
asymptotically almost surely satisfiable and for ¢ > ¢y, RandomkSAT (n, cU) is asymptotically almost surely
unsatisfiable[X]

HThe case ¢y = oo corresponds to Us for which RandomkSAT(n, cU) is almost asymptotically surely satisfiable for every
¢ > 0. This a higher-dimensional counterpart to Proposition @
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