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Abstract—1It is well known that ontologies will become
a key piece, as they allow making the semantics of
Semantic Web content [16] explicit. In spite of the big
advantages that the Semantic Web promises, there are
still several problems to solve. Those concerning ontologies
include their availability, development and evolution. In the
area of information retrieval, the dimension of document
vectors plays an important role. Firstly, with higher index
dimensions the indexing structures suffer from the ‘“curse
of dimensionality” and their efficiency rapidly decreases.
Secondly, we may not use exact words when looking for
a document, thus we miss some relevant documents. LSI
is a numerical method, which discovers latent semantics
in documents by creating concepts from existing terms.
In this paper we present a basic method of mapping
LSI concepts on given ontology (WordNet), used both for
retrieval recall improvement and dimension reduction. We
offer experimental results for this method on a subset of
TREC collection, consisting of Los Angeles Times articles.

Index Terms— vector model, LSI, information retrieval,
WordNet, ontology

I. INTRODUCTION

An ontology is a specification of an abstract, simpli-
fied view of the world that we wish to represent for
some purpose. This view is called conceptualisation.
Therefore, an ontology defines a set of representational
terms, that typically include concepts and relations. Inter-
relationships among the concepts describe a target world.
An ontology can be constructed in two ways, domain
dependent and generic. CYC, WordNet !, and Sensus
are examples of generic ontologies. In our work we used
WordNet because its use is free for research purposes.

For our purpose, we choose a domain-dependent
ontology WordNet. This is because, first, a domain-
dependent ontology provides concepts in a fine grain,
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while generic ontologies provide concepts in coarser
grain. Second, a generic ontology provides a large num-
ber of concepts that may contribute to a mapping of
LSI-concepts.

The information retrieval [15], [1] deals among other
things with storage and retrieval of multimedia data,
that can be usually represented as vectors in multi-
dimensional space. This is especially suitable for fext
retrieval, where we store a collection (or corpus) of texts.
There are several models used in text retrieval, from
which we will use the vector model [12], [14] providing
qualitatively better results than the Boolean model [15],
which combines word matching with Boolean operators.

In the vector model, we have to solve several prob-
lems. The ones addressed in this paper are the size of
resulting index and search efficiency.

Latent semantic indexing (LSI) adds an important step
to the indexing process. In addition to recording which
terms a document contains, the method examines the
document collection as a whole, to see which other
documents contain some of those same terms. LSI con-
siders documents that have many terms in common to be
semantically close, and ones with few words in common
to be semantically distant.

To measure the improvement of a new indexing
method, we can use several measures, both quantita-
tive and qualitative. The quantitative measures show us
the performance of an indexing structure. They include
number of disc accesses — disc access cost (DAC) — or
total time of performed indexing and search — wall clock
time. The qualitative measures tell us how good does this
new indexing structure reflect reality when obtaining an
answer set A for a given query (). The most commonly
used qualitative measures are precision (P) and recall
(R) [1].

The paper is a follow-up of the paper presented in



PSMP3 workshop at CIC’04 conference [10]. The rest
of this paper is organised as follows. In the second
section, we describe classic vector model and above
mentioned problems. In the third section, we describe
qualitative measures used for evaluation of retrieved
data. The fourth section explains the latent semantic
indexing method. In the fifth section a basic description
of English WordNet ontology will be given. In the sixth
section we will offer a way how to map LSI concepts on
WordNet and in the seventh section experimental results
of proposed method on TREC collection. In conclusions
we give ideas for future research.

II. VECTOR MODEL

In vector model, a document D; is represented as a
vector d; of term weights, which record the extent of
importance of the term for the document.

To portrait the vector model, we usually use an n X
m term-by-document matrix A, having n rows — term
vectors tq .. . t, — where n is the total number of terms in
collection and m columns — document vectors dy, . . . d,,
where m is the size of collection (or corpus) C.

Term weights can be calculated in many different ways
- t; € {0,1}, as a membership grade to a fuzzy set,
or as a product of functions of term frequency both in
a document and in the whole collection [13] (usually
tf *idf — count of term occurrences in the document
multiplied by a logarithm of the inverse portion of
documents containing the term). The normalisation of
document vectors is sometimes applied during index
generation phase to make the calculation in retrieval
phase faster.

A query @ is represented as an n-dimensional vector
() in the same vector space as the document vectors.
There are several ways how to search for relevant doc-
uments. Generally, we can compute some L,, metrics to
represent the similarity of query and document vectors.
However, in text retrieval better results can be obtained
by computing cosine measure:

[51]-llal

sim(d;. q)

As one can see, we do not only obtain documents
which are considered relevant, but according to their
distance (or similarity) to the query vector, we can order
them and obtain rank for every document in answer
set. We can define a threshold t, too, meaning that all

documents closer than this threshold will be considered
relevant, whilst the rest will be irrelevant. However, the
choice of the threshold is not exact and its value is
usually determined experimentally.

The main problem of vector model is that the docu-
ment vectors have a big dimension (e.g. 150,000) and are
quite sparse (i.e. most coordinates are zero). If we store
them as classical vectors, the storage volume is huge —
consider size of a term-by-document matrix consisting
of 100,000 terms and 200,000 documents.

We can use existing compression schemes for the
term-by-document matrix representation like the com-
pressed column storage (CCS) to decrease memory us-
age, but then the access time is much longer and we are
limited by the fact, that we cannot access the term vectors
quickly. Another way is to use combined storage with
both CCS and compressed row storage (CRS). Anyway,
updating would still be a problem.

The second problem is the so-called “curse of di-
mensionality”, which causes classical indexing structures
like M-trees, A-trees, iDistance, etc. see [5], to perform
same or even worse than sequential scan in higher
dimension. Moreover, the vectors are placed almost
equidistantly from each other, which makes clustering
ineffective.

Third, even there is a better chance that we can
find relevant documents when using some terms which
are not contained in them, the synonyms and other
semantically related words are not taken in account.

The first two problems can be addressed for queries
containing only a few words by inverted list, which is
in fact compressed storage of term vectors. Only term
vectors for terms contained in a query () are loaded and
processed, computing rank for all documents containing
at least one of the terms at once. However, the inverted
list is not efficient when searching for similar documents,
because significant part of index must be processed.

latent semantic indexing (LSI) adds an important step
to the indexing process. In addition to recording which
terms a document contains, the method examines the
document collection as a whole, to see which other
documents contain some of those same terms. LSI con-
siders documents that have many terms in common to be
semantically close, and ones with few words in common
to be semantically distant.

III. QUALITATIVE MEASURES OF RETRIEVAL
METHODS

Since we need an universal evaluation of any retrieval
method, we use some measures to determine quality of



such method. In case of Information Retrieval we usually
use two such measures - precision and recall. Both are
calculated from the number of objects relevant to the
query Rel — determined by some other method, e.g. by
manual annotation of given collection and the number
of retrieved objects Ret. Based on these numbers we
define precision (P) as a fraction of retrieved relevant
objects in all retrieved objects and recall (R) as a frac-
tion of retrieved relevant objects in all relevant objects.
Formally:

|Rel N Ret|
P=—— 1
|Rel| M

|Rel N Ret|
— [Be 1oren 2
R | Ret| @

So we can say that recall and precision denote, respec-
tively, completeness of retrieval and purity of retrieval.
Unfortunately, it was observed that with the increase of
recall, the precision usually decreases. This means that
when it is necessary to retrieve more relevant objects, a
higher percentage of irrelevant objects will be probably
retrieved.

As described in [7], to obtain a single ratio for
evaluation of the retrieval performance of two systems,
we can employ an F' score.

The F' score is the harmonic mean of recall and
precision, a single measure that combines recall and
precision. The function ensures that an F' score will have
values within the interval [0,1]. The F' score is O when no
relevant documents have been retrieved, and it is 1 when
all retrieved documents are relevant. Furthermore, the
harmonic mean F' assumes a high value only when both
precision and recall are high. Therefore, determination
of the maximum value for F can be interpreted as an
attempt to find the best possible compromise between
recall and precision.

The universal version of F' score employs a coefficient
[, by which can be the precision-recall ratio tuned:

(1+p8*)xPxR

s = 3
7 FP+R )
We will use the F' score in its basic form, with § =1
2x PxXR
= - 4
P+R )

IV. LATENT SEMANTIC INDEXING

LSI [2], [3] is an algebraic extension of classical vec-
tor model. First, we decompose the term-by-document
matrix A by either principal component analysis (PCA),

which computes eigenvalues and eigenvectors of co-
variance matrix or singular value decomposition (SVD),
calculating singular values and singular vectors of A.
SVD is especially suitable in its variant for sparse
matrices Lanczos [8].

Theorem 1 (Singular value decomposition [4]): Let
A is an n X m rank-r matrix. Be o1 > > or
from eigenvalues of matrix By = AAT or By = AT A,
o; = \/\; and it holds that o; > 0,0; > 0;1. Then there
exist matrices U = (uy,...,u,) and V = (v1,...,v.),
whose column vectors are orthonormal, and a diagonal
matrix ¥ = diag(o1,...,0.). Moreover, UTU = I,
and VIV = I,,. The decomposition A = ULV is
called singular decomposition of matrix A and numbers
o1, .-.,0p are singular values of the matrix A. Columns
of U (or V) are called left (or right) singular vectors of
matrix A.

Now we have a decomposition of original term-by-
document matrix A. Needless to say, the left and right
singular vectors are not sparse. We have at most 7
nonzero singular numbers, where rank r is smaller of the
two matrix dimensions. However, we would not conserve
much memory by storing the term-by-document matrix
this way. Luckily, because the singular values usually fall
quickly, we can take only & greatest singular values and
corresponding singular vector co-ordinates and create a
k-reduced singular decomposition of A.

Definition 1: Let us have k,0 < k < r and singular
value decomposition of A

B T Y 0 VI
A=UxvVT = (U,Uy) ( 0 20) (VOT

We call A, = UkEka,T a k-reduced singular value
decomposition (rank-k SVD).

We would not conserve any space with the matrix
Apg. So instead of the Ay matrix, a concept-by-document
matrix Dy, = Vj, X, with k concepts is used. To execute a
query () in the concept-space, we create a reduced query
vector g = U,z’ Q 2. The similarity of terms in concept
space can be calculated from U,Y;, 3.

If every document is relevant to only one topic (for
more details see [11]), we obtain a latent semantics —
semantically related terms will be close in concept space
and will result in similar answer set when querying. This
addresses the third of problems mentioned in section 2.
And since the first co-ordinates of D have the greatest

>The second approach is to use a matrix D}C = V) instead of Dy
and g, = U =1
3or Uy, in second approach



influence on similarity, the clustering results would be
better.

The value of k was experimentally determined as
several tens or hundreds (e.g. 50-250), exact value of
k is however a mystery; it is dependent on the number
of topics in collection. For a illustration of rank-k SVD
see Figure 1.
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Fig. 1. k-reduced singular value decomposition

Rank-k SVD is the best rank-k approximation of
original matrix A. This means, that any other decom-
position will increase the sum of squares of matrix
A— Ayj. However, it does not implicate that we could not
obtain better precision and recall values with a different
approximation.

The LSI is hard to compute and once computed,
it reflects only the decomposition of original term-by-
document matrix. If several hundreds of documents
or terms have to be added to existing decomposition
(folding-in), the decomposition may become inaccurate.
The recalculation of LSI is expensive, so it is impossible
to recalculate LSI every time documents and terms are
inserted. The SVD-Updating [9] is a partial solution, but
since the error slightly increases with inserted documents
and terms, if the updates happen frequently, the recalcu-
lation of SVD may be needed soon or later.

V. WORDNET ONTOLOGY

WordNet is an online lexical reference system whose
design is inspired by current psycholinguistic theories of
human lexical memory. English nouns, verbs, adjectives
and adverbs are organised into synonym sets (synsets),
each representing one underlying lexical concept.

The goal of WordNet project is the creation of dictio-
nary and thesaurus, which could be used intuitively. The
next purpose of WordNet is the support for automatic
text analysis and artificial intelligence. WordNet is also
useful for determining semantic connections between
sets of synonyms, for tracing morphological connections
between words.

The ontology is organised not only by the ”is-the-
synonym-of” relation; the verbs and nouns are hierarchi-
cally organised via the hypernym/hyponym relation (su-
perior/inferior concepts), too. An example of hypernyms
for “ontology” is given in figure 2.

psychological feature

— cognition, knowledge, noesis

— content, cognitive content,
— knowledge domain, knowledge base
field,

— humanistic discipline,

— discipline, subject,
— philosophy

— metaphysics

— ontology

Fig. 2. Example of hypernyms for the synset of term “ontology”

EuroWordNet is a multilingual database with Word-
Nets for several European languages (Dutch, Italian,
Spanish, German, French, Czech and Estonian). The
WordNets are structured in the same way as the Ameri-
can WordNet for English (Princeton WordNet) in terms
of synsets (sets of synonymous words) with basic seman-
tic relations between them. Each WordNet represents a
unique language-internal system of lexicalizations.

In addition, the WordNets are linked to an Inter-
Lingual-Index, based on the Princeton WordNet. Via
this index, the languages are interconnected so that it is
possible to go from the words in one language to similar
words in any other language.

This index also gives access to a shared top-ontology
of 63 semantic distinctions which provides a common
semantic framework for all the languages, while lan-
guage specific properties are maintained in the individual
WordNets. The database can be used, among others,
for monolingual and cross-lingual information retrieval,
which was demonstrated by the users in the project.

VI. MAPPING TERMS TO HIGHER LEVELS OF
WORDNET ONTOLOGY

Since we know the hierarchy of concepts defined by
the WordNet hypernym organisation, we can use either
all hypernyms of given term from [ top levels (fop-
down) or hypernyms from ith higher level up to jth one
above the term synset to replace terms with ontology
concepts (bottom-up). In case of i = 7 = 0 we obtain
WordNet synsets for terms found in document. Weights



of concepts are created by applying a fraction of term
weight dependent on distance from term synset.

It is obvious, that both approaches will improve recall
at the expense of precision. However, the F' score should
not become much worse as mentioned in section II.
The dimension will be usually reduced, because every
synset contains several terms and especially for bigger
collections will be number of used synsets much lower
than number of terms.

Because we may still obtain quite a lot of synsets
instead of terms, it is a good idea to select only the
most interesting ones. This can be done by employing
LSI either on whole collection or a collection sample [6].

We are able to identify the most relevant terms for
given LSI concept from the term matrix 7}, and when
identification of their parent concepts in WordNet ontol-
ogy will lead to the most interesting WordNet concepts.
We may choose a given number of these concepts and
ignore the rest Or we can use LSI on WordNet concepts
to reduce the dimension even further, either by using only
the strongest terms or by using all terms and selecting
the strongest generated concepts.

To exemplify first of the above mentioned methods,
suppose that we have a collection of text documents. We
calculate LSI of such collection into a small dimension
(say 50) and obtain 50 LSI concepts, where first of them
is the most common one while the last the most special
one. Suppose that one of the concepts contains follow-
ing terms among those with highest weights: president,
monarch, premier. We map these terms to corresponding
synsets and then to higher levels in WordNet hierarchy. If
we use a higher level, all these terms will be mapped to
concept head_of_state, whose weight will be higher than
others, which will be generated only by terms with lower
weights in this LSI concept or those that do not correlate
with other important terms. If we use more levels, other
terms will be mapped on head_of_state: e.g. names of
presidents like Bush, Clinton, Kennedy.

The number of retrieved relevant documents (recall)
should be higher than with classical vector model, be-
cause we are using more general concepts from higher
levels of given ontology for indexing and querying; the
proof can be found in [7]. However we must expect drop
in precision, because of the same reason — suppose we
were looking for a president and got a document speak-
ing of prime minister. Under certain circumstances this
is exactly what we needed, but more often this will result
in non-relevant documents in the result set. The F' score
for our method should behave a little better, because the
ontology concepts are generally/almost always relevant

especially in a small domain [7].

A problem is that hypernym hierarchy was created
only for nouns and verbs. Adjectives and adverbs can’t
be handled this way, which brings some complications.
We can either use all WordNet concepts from this area, or
silently ignore all words but nouns and verbs, which will
cause either an increase of reduced dimension or worse
recall. The same problem is with numbers and names.
While a number can be easily identified, we can create
a category “Number” to place all numbers in, we cannot
do this with some names (like Liu, Hassan, etc.) and
other terms, which don’t have a counterpart in WordNet.
We may consider several alternatives how to solve this
problem and

e ignore all such words,

o use existing synsets instead of hypernyms for ad-
jectives and adverbs and ignore the rest (especially
if we include term synsets in mapping),

« use all these words as pseudo-concepts,

« or create a fixed number of random concepts as with
Random projection [11], and use one of the above
mentioned methods.

Since the most important terms are usually nouns, we
may use the first or the last alternative.

VII. EXPERIMENTAL RESULTS

For the simplicity of LSI calculation, 5000 Los Ange-
les Times articles (01/1989) from the TREC 5 document
collection were indexed. LSI was calculated into a di-
mension of 200.

Unknown terms, adjectives and adverbs were filtered
out; no special heuristic for synset selection was used.

The evaluation of F' ratio, precision and recall was
made by employing 50 TREC queries. For determination
of F' ratio, only relevant/non-relevant documents accord-
ing to TREC query results were used, whilst for classical
precision and recall was assumed that all unevaluated
documents are non-relevant.

Tests were executed on AMD Athlon 2200+ with VIA
KT-400 chipset and 1GB DDR-333 RAM. The LSI and
WordNet access routines were written in C/C++; English
WordNet 2.0 was used for LSI term mapping.

Firstly, the precision, recall and F' score of classical
vector model and vector model with LSI-based term
filtration (see below) for 200 top concepts were calcu-
lated to act as baselines. Threshold for minimal cosine
measure was chosen to be 0.2, since the resulting F score
of classical vector model was best in this case.

Both methods of mapping (top-down & bottom-up)
were tested. Unfortunately, the precision of the top-down



method is too low, being under 0.1%, which might be
caused by wrong weight generation. The results could
of these method be confusing (with regard to high recall
values — almost all documents were selected) and were
removed. The bottom-up method behaved much better.

The F' score, recall and precision for hypernyms k&
— k + 1 levels above the terms’ synsets are shown in
figures 5 and 3, the X axis determines number of used
hypernym levels whilst in the p_z and r_z z means the
starting level — number of hypernym levels above term
synset. It can be observed, that when going too high
in the hierarchy, the effect is similar to the top-down
method — the precision drops below 0.1%, which means
that almost all documents are selected.

Times of reduced index generation are shown in
table I.

precision <

0,
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\

04 Y "
1 hypernym levels 5

o recall —

0,7
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0,25 -
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——r 2 ——r 3
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0 " hypernym levels |
0 1 2 3
Fig. 3. Precision and recall of original mapping

The original dimension of document collection was
55791; the reduced dimension was between 1747 and
28871, with dimension of 26113 for term synsets only.
This dimension may be further reduced by better choice
of corresponding synsets or by applying LSI after Word-
Net mapping.

In second test, the LSI concepts were used for term

TABLE 1
GENERATION TIME OF ORIGINAL MAPPING [S]

Skipped hypernym levels
| 0 1 2 3

0212 202 198 190
1] 254 229 214 201
2 | 281 247 226 210
31301 258 234 214

Rows represent used hypernym level count [.

filtration, at most 250 most important terms in concepts
(according to absolute weights in concepts) with weight
at least 0.015 were selected and the rest was ignored.
The results are shown in figures 4 and 6.

L
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—LSI200
1 hypernym levels 5

Fig. 4. Precision and recall of LSI-filtered mapping

The description of graphs is same as in case of first
experiment, comparison for classical term-by document
matrix generated by LSI concepts term filtration was
included. Times of reduced index generation with LSI-
filtered terms are shown in table II. The LSI calculation
time was not included.

We can see that recall increases when we move
upwards in hierarchy, which we expected. The absolute
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Fig. 6. F' score of LSI-filtered mapping

precision seems to drop, however the original precision
was not high either, so this may be partly caused by
finding new relevant documents. In conclusions we give
ideas for future research.

VIII. CONCLUSION

We have shown, that mapping terms on WordNet
hypernyms improves recall, bringing more relevant doc-
uments. The LSI filtration enhances recall even more,
producing smaller index, too. The question is, whether
use expensive method as LSI just for the term filtration.
The third approach — using LSI on generated hypernym-
by-document matrix has yet to be tested.

At last but not least, we used all synsets given term is
included in, not only the most relevant ones. We could
drop synsets with weight below given threshold (which
has yet to be determined) thus improving the retrieval
precision. However, because we don’t usually know the
order of terms in documents (only the weights), we may
not use some lexical constructs like the usage of co-

TABLE 11
GENERATION TIME OF LSI-FILTERED MAPPING [S]

Skipped hypernym levels
| 0 1 2 3
40 39 36 35
49 44 40 38
56 49 43 40
3160 51 45 40

Rows represent used hypernym level count [.

NN = O

locations.

We are currently studying two related topics which
could improve the retrieval even more. Firstly, if we
are able to describe LSI concepts based on terms with
highest weights in concept (e.g. Bush, president, govern-
ment, senator, state, federal, law should probably lead to
something like politics, whilst Bush, Iraq, troops, Gulf,
Afghanistan to military). Secondly, if we can use these
descriptions along with known LSI concept hierarchy
to create tree-like structure of LSI concepts for every
document and using it with tree matching algorithms for
more efficient retrieval.

Was the top-level concept approach made usable with
higher precision, we could use EuroWordNet’s Inter-
Lingual-Index for mapping of given concepts. This
should enable us to identify texts concerning same topics,
which are written in different languages.
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