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1. Introduction
In the process of data mining we can be interested in what structures can be found in the data. We try to find groups of similar objects, variables or categories of a nominal variable. Beside cluster analysis we can use some other statistical multivariate methods (factor analysis, multidimensional scaling, correspondence analysis). Further, clustering can be realized by means of such techniques as neural networks or formal concept analysis. It is a subject of active research in several fields such as statistics, pattern recognition and machine learning where it is denoted as unsupervised learning.
Our contribution focuses mainly on clustering of objects in large data files (we can say that a file with more 250 objects is large). Some traditional methods of cluster analysis are based on the proximity matrix which characterizes the relationship between two objects for all possible pairs of objects. We say that they work on the distance-space. Calculating and storing the proximity matrix are very difficult. That is why vector-space methods, which work with an original data file of the type objects x variables (each object is characterized by a vector of values), or hybrid methods are used for large data files. Vector-space methods can calculate suitable representations of each cluster which can be used to improve storage and calculation costs. We can distinguish improving traditional methods and development of new methods in the area of data mining, see [7].
2. Problems of large data files

We can mention the following basic requirements for clustering techniques for large data files: scalability (clustering techniques must be scalable, both in terms of computing time and memory requirements), independence of the order of input (i.e. order of objects which enter into analysis) and ability to evaluate the validity produced clusters. The user usually wants to have a robust clustering technique which is robust on the following areas: dimensionality (the distance between two objects must be distinguishable in a high dimensional space), noise and outliers (an algorithm must be able to detect noise and outliers and eliminate their negative effects), statistical distribution, cluster shape, cluster size, cluster density, cluster separation (an algorithm must be able to detect overlapping clusters), mixed variable types (an algorithm must be able to handle with different types of variables, e.g. continuous and categorical).
Some traditional algorithms can be used in the case of large data files. There are convergent k-means algorithms and its neural network based equivalent, the Kohonen net. In [5] some approaches to clustering large data set are described. One of them is a hybrid approach (however, the term “hybrid” is used in different meanings in literature: one of them means a special type of improving traditional methods and the second one a combination of new methods). In this case, a set of reference objects is chosen for 
k-means algorithms and each of the remaining objects is assigned to one or more reference objects or clusters. Minimal spanning trees (MST) are obtained for each group of objects separately (MST is a base for the graph-theoretic divisive clustering algorithm). They are merged to form an approximate global MST. This approach computes similarities between only a fraction of all possible pairs of objects. The length of each edge in the spanning tree corresponds to the distance between two objects; n(n – 1) / 2 edges are required to connect all the objects (n is a number of objects). The MST is the spanning tree for which the total sum of edges is smallest. Removing the longest k – 1 edges from the MST provides a partitioning with maximal cluster separation, see [3].
If the data set cannot be stored in the main memory because of its size, there are three possible approaches to solve this problem (see [5]): divide and conquer approach, incremental clustering and parallel implementation. In the first one, the data are divided into p block. Each of these blocks is clustered into k clusters using a standard algorithm. So we can obtain pk representative objects which are further clustered into k clusters. Remaining objects are assigned to created clusters. It is possible to extend this algorithm from two levels to any number of levels. Splitting the data into “manageable” subsets (called fractions) and then applying the hierarchical method to each fraction is called fractionization. The clusters resulting from the fractions are then clustered into k groups by the same clustering method. This technique was suggested by Cutting et al. in 1992.
The principle of incremental clustering is that the objects are assigned to clusters step by step. Each object is either assigned to on of the existing clusters or assigned to a new cluster. Most of incremental algorithms are order-depend, it means that clusters depend on the order of assigned objects. Jain mentions four incremental clustering algorithms: the leader clustering algorithms, shortest spanning path (SSP) algorithm, cobweb system (an incremental conceptual clustering algorithm) and an incremental clustering algorithm for dynamic information processing.
In [2], Berkhin distinguishes the following group of clustering methods for very large databases (VLDB): incremental mining, data squashing and reliable sampling. Data squashing techniques scan data to compute certain data summaries (sufficient statistics). The obtained summaries are then used instead of the original data for further clustering. The well-known statistic used in this case is CF (cluster feature). It is used in the BIRCH algorithm (see below), in which CF is represented by a triple of statistics: the number of objects in the cluster, sum of values in individual dimensions of objects in the cluster, and sum of squares of these values. Many algorithms use sampling, for example CLARANS (see below).
The particular attention is paid to the problem of high dimensional data. Clustering algorithms work effectively for dimensions below 16. Therefore, Berkhin claims that data with more than 16 attributes is high dimensional. Two general techniques are used in the case of high dimensionality: attributes transformation and domain decomposition.

In the first case, for the certain type of the data aggregated attributes can be used. If it is impossible, principal component analysis can be applied. However, this approach is problematic since it leads to cluster with poor interpretability. In information retrieval, singular value decomposition (SVD) technique is used to reduce dimensionality. As concerns domain decomposition, it divides the data into subsets (canopies) using some inexpensive similarity measure. Dimension stays the same, but the costs are reduced. Some algorithms were designed for subspace clustering, for example CLIQUE or MAFIA, see below.
2. Advanced clustering methods

One of the first approaches to clustering large data set is CLARA (Clustering LARge Applications) which was suggested by Kaufman and Rousseeuw in 1990. CLARA extends their k-medoids approach PAM (Partitioning Around Medoids) for a large number of objects. It is a partitioning method in which each cluster is represented by one of its objects (called a medoid). CLARA works by clustering a sample from the dataset and then assigns all objects in the dataset to these clusters. The process is repeated five times and then the clustering with the smallest average distance is selected. This algorithm is implemented in the S-PLUS system.

One of the most cited methods in the literature is CLARANS (Clustering Large Applications based on a RANdomized Search). This algorithm was developed by Ng and Han in 1994 as a way of improving the CLARA method. CLARANS proceeds by searching a random subset of the neighbors of a particular solution. Thus the search for the best representation is not confined to a local area of the data. The authors claim that it provides better clusters with a smaller number of searches.
Another example of a clustering algorithm based on a partitioning approach is described in [2]. The idea is to apply k-means cluster analysis over random samples of the database and merge information computed over previous samples with information computed from the current sample. Primary and secondary data compressions are used in this process. Primary data compression determines items to be discarded. Secondary data compression takes place over objects not compressed in primary phase.

The BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) method proposed by Zhang et al. in 1996 is also very often cited. It is base on the hierarchical approach. It works in a similar manner to the fractionization algorithm of Cutting et al. (see above). Objects in the dataset are arranged into sub-clusters, known as “cluster-features”. These cluster-features are then clustered into k groups, using a traditional hierarchical clustering procedure. A cluster feature (CF) represents a set of summary statistics on a subset of the data.
BIRCH makes use of a tree structure to create and store the cluster-features, referred to as a CF-tree. The tree is built dynamically, one object at a time. A CF-tree consists of leaf and non-leaf nodes. A non-leaf node has at most B children, where the children represent cluster features. The non-leaf node represents a cluster made up of the sub-clusters of its children. A leaf node contains at most L entries, where each entry is a cluster-feature. Leaf nodes represent clusters formed from the sum of its entries. 
The algorithm consists of two phases. In the first one, an initial CF tree is built (a multi-level compression of the data that tries to preserve the inherent clustering structure of the data). In the second one, an arbitrary clustering algorithm is used to cluster the leaf nodes of the CF tree. Disadvantage of this method is sensitivity to the order of the objects. It can analyze only numerical variables.
A similar approach is used in procedure TwoStep Cluster analysis which is implemented in the SPSS system (version 11). The analyzed variables can be continuous and categorical. The algorithm consists in pre-cluster and cluster steps. In the first step, a modified cluster feature (CF) tree is used (it includes a number of objects, mean and variance of each continuous variable, and frequencies of all categories of each categorical variable). The cluster step takes sub-clusters obtained from the previous step as input and then groups them into the desired number of clusters. This procedure can also automatically select the number of clusters.
Extensions of BIRCH to general metric spaces are algorithms Bubble and Bubble-FM. They use CF including the number of objects in the cluster, the objects of the cluster, the sum of the squared distances of an object to each other object in the cluster - for each object in the cluster, the clustroid of the cluster (clustroid is the object in the cluster which has the smallest row sum defined above), and the radius of the cluster, which is defined as the square root of the ratio of sum of the squared distances to the number of objects in the cluster. Cluster features are organized into a CF tree, which is a height-balanced tree similar to an R* tree.
As the further example of the two-phase algorithm we can mention Chameleon. It was suggested by Karypis at al. in 1999. It is hierarchical clustering using dynamic modeling. Measures of the similarity are base on a dynamic model. In the first phase, a partitioning algorithm is applied. It clusters objects into a large number of relatively small sub-clusters. The aim of the second phase is to find the genuine clusters by repeatedly combining subclusters. 

Two algorithms based on a hierarchical approach were suggested by Guha at al., CURE and ROCK. The CURE (Clustering Using REpresentatives) algorithm was suggested in 1998. It uses a combination of random sampling and partitioning clustering. In addition, its hierarchical clustering algorithm represents each cluster by a certain number of objects that are generated by selecting well scattered objects and then shrinking them toward the cluster centroid by a specified fraction. Two the closest clusters are joined (the distance of two clusters is defined as the distance between the closest representatives).
The ROCK (RObust Clustering using linKs) was suggested in 1990 for categorical variables. The algorithm consists in that after drawing a random sample, a hierachical clustering algorithm is applied to the sampled objects. This algorithm uses link-based approach which can correctly identify the overlapping clusters. It is also called graph-based clustering technique.
3. New approaches to clustering large data file
Beside of approaches mentioned above, density, grid and model-based methods were suggested for large data file. Moreover, hybrid methods which is based on all three approaches were suggested.

As density-based methods we can mention algorithms DBSCAN, OPTICS a DENCLUE. DBSCAN (Density Based Spatial Clustering of Application with Noise) was presented by Ester et al. in 1996. It describes clusters as regions of the sample space with a high density of points, compared to sparse regions. The key idea is of each point in the data having its own “neighborhood” in the sample space. We are interested in the “density” of point in that neighborhood. The OPTICS (Ordering Points To Identify the Clustering Structure) algorithm is a multi-resolution extension to DBSCAN. It was proposed by Ankerst et al. in 1999.
DENCLUE (DENsity-based CLUstEring) uses an influence function to model the impact of an object within that object’s neighborhood. The density of the data space is then calculated as the sum of the influence functions over all objects. Clusters (called “density-attractors”) are then defined as the local maxima of the overall density function.
Grid-based techniques can be represented by the STING (STatistical INformation Grid) method. It was presented by Wang et al. in 1997 as a multi-resolution summary of a dataset. The data space is recursively divided into rectangular cells. All non-leaf cells are partitioned to form child cells. Sufficient statistics for the objects bounded by the hypertangle of the cell are stored. Once the bottom layer of cells has been determined, the statistics can be determined in a bottom-up fashion. The following statistics are stored at each cell: the number of objects, the mean, the standard deviation, the minimal and maximal values of objects, and a statistical distribution (normal, uniform or none).
In model-based methods, neural networks (see below) can be use. We can mention the SOON (Self Organizing Oscillator Network) approach as an example. It was presented by Frigui and Rhouma in 2001. It uses a neural network to organize a set of objects into k stable and structured clusters. The value of k is found in an unsupervised manner. This method is based on the SOM (Self Organizing Map) method of Kohonen. Each object in the data is represented as an integrate and fire oscillator, characterized by a phase and state.
As a representative of hybrid methods, DBCLASD (Distribution-Based clustering algorithm for Clustering LArge Spatial Datasets) can be mentioned. It was suggested by Xu et al. in 1998. It is a hybrid of the model-based, density-based and grid-based approaches. From the statistical point of view, the use of chi-square test of goodness is interesting. It is used for the test of the hypothesis that the cluster with the nearest neighbor still has expected distribution.
In high dimensional spaces, clusters often lie in subspace. To handle this situation, some algorithms were suggested. CLIQUE (CLustering In QUEst) suggested for numerical variables by Agrawal et al. in 1998 is a clustering algorithm that finds high-density regions by partitioning the data space into cells (hyper-rectangles) and finding the dense cells. Clusters are found by taking the union of all high-density cells. For simplicity, clusters are described by expressing the cluster as a DNF (disjunctive normal form) expression and then simplifying the expression.

MAFIA (Merging of Adaptive Finite Intervals (And more than a CLIQUE)) is a modification of CLIQUE that runs faster and finds better quality clusters, pMAFIA is the parallel version. MAFIA was presented by Goil et al. in 1999 and by Nagesh et al. in 2001. The main modification is the use of an adaptive grid. Initially, each dimension is partitioned into a fixed number of cells.
Moreover, we can mention the algorithm ENCLUS (ENntropy-based CLUStering) suggested by Cheng et al. in 1999. In comparison with CLIQUE, it uses a different criterion for subspace selection. In the same year, Hinneburg and Keim suggested the algorithm OptiGrid which uses data partitioning based on divisive recursion by multidimensional grids. Also in 1999, Agrawal et al. suggested the algorithm PROCLUS (PROjected CLUStering) and in 2000 Agrawal and Yu suggested the algorithm ORCLUS (ORiented projected CLUSter generation).
4. The use of neural networks for clustering
Beside of statistical methods some other techniques can be applied for this purpose, for example self-organizing algorithms. Some abbreviations are use for these techniques (see [6]), e.g. for self-organizing map (SOM) or self-organizing tree algorithm (SOTA).

SOM is an unsupervised neural network. It was introduced by Kohonen. It maps the high dimensional input data into two-dimensional output topology space. Each node in the output map has a reference vector w, which has the same dimension as the feature vector of input data. Initially the reference vector is assigned to random values.

SOTA is growing and tree-structured algorithm. The topology of SOTA is a binary tree. Initially the system is a binary tree with three nodes. Khan described two further algorithms, modified self-organizing tree (MSOT) algorithm and hierarchical growing self-organizing tree (HGSOT) algorithm. In MSOT, every node has two children. To overcome the limitations of MSOT, Khan proposed using HGSOT which grows into two directions – vertical and horizontal. For vertical growth the same strategy used in MSOT can be adopted.

References:

[1] Berkhin, P.: Survey of Clustering Data Mining Techniques. Accrue Software, Inc., San Jose. www.ee.ucr.edu/~barth/EE242/clustering_survey.pdf
[2] Bradley, P.S. - Fayyad U. - Reina, C.: Scaling Clustering Algorithms to Large Database, AAAI, 1998.
[3] Gordon, A.D.: Classification, 2nd Edition. Chapman & Hall/CRC, Boca Raton, 1999.

[4] Hartigan, J.A.: Clustering Algorithms. John Wiley & Sons, New York, 1975.

[5] Jain, A.K. - Murty, M.N. - Flynn, P.J.: Data Clustering: A Review. IEEE Computer Society Press, 1966.
[6] Khan, L. - Luo, F. - Yen, I.: Automatic Ontology Derivation from Documents.
http://escsb2.utdallas.edu/ORES/papers/feng2.pdf
[7] Mercer, D.P.: Clustering large datasets. Linacre College, 2003.
http://www.stats.ox.ac.uk/~mercer/documents/Transfer.pdf
[8] Řezanková, H.: Klasifikace pomocí shlukové analýzy. In: Kupka, K. (ed.). Analýza dat 2003/II. TriloByte Statistical Software, Pardubice, 2004, 119–135.

Hana Řezanková
University of Economics, Prague

Department of Statistics and Probability

W. Churchill Sq. 4

130 67 Prague 3

Czech Republic

rezanka@vse.cz

Dušan Húsek




Václav Snášel
Institute of Computer Science


VŠB – Technical University of Ostrava
Academy of Sciences of the Czech Rep.

Department of Computer Science
Pod Vodárenskou věží 2


17. listopadu 15
182 07 Prague 8



708 33 Ostrava - Poruba
Czech Republic




Czech Republic
dusan@cs.cas.cz



snasel@vsb.cz
