
Ontology-Based Schema Integration
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Abstract. Data integration usually provides a unified global view over
several data sources. A crucial part of the task is the establishment of the
connection between the global view and the local sources. For this pur-
pose, two basic mapping approaches have been proposed: GAV (Global
As View) and LAV (Local As View). On the Semantic Web, there can
be considered also an ontological approach.

In this paper, data integration is solved using ontologies of the sources. To
express relationships between the global view and local source schemas,
an ontology for the integration system is built. Thus, a schema integra-
tion task is transformed to an ontology merging task.

1 Introduction

Today’s world is a world of information. The expansion of World Wide Web has
brought a number of information sources. However, at the same time, a number
of different formats, data heterogeneity, and not yet efficient machine processing
of web sources cause many problems. One of them is the reappeared problem of
data integration.

Data integration is the task of combining data residing at different sources
and enabling the user to process these data as one whole. Data integration has
been an acknowledged data processing problem for a long time. Although there
have been some projects on integration of data within particular areas, there is
no universal tool for general data integration.

In general, data integration can be pursued in different layers. It is possible
to consider only data, or consider also metadata (e.g. schemas). With greater
data amount, the integration approach is rather non-materialized than materi-
alized. The integration result brings virtual view over data sources that do not
store any data. Therefor, the establishment of the connection to original data
sources is crucial. To consider the data schemas is essential. There are some
basic approaches to the design a non-materialized integration system, each with
its advantages and disadvantages. The proposed approach brings an idea from
the Semantic Web - a semantic extension of the current World Wide Web.
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The paper is organized as follows. Section 2 describes the data integration
task and basic approaches. Section 3 is concerned with related ontology-based
data integration approaches. Section 4 presents an ontological approach to data
integration. Finally, Section 5 summarizes the paper.

2 Data integration

In data integration, the goal is to synthesize data from different data sources into
one integrated data source. A user willing to process the data uses the integrated
source and is freed from the knowledge where the data are and how the data are
structured in the respective sources.

The integrated data source can be materialized, i. e. a new data source is
created and it physically stores data, or it can be virtual, i. e. a virtual view
is defined and the data remain in the sources. In materialized data integra-
tion approach, a copy of the data is made. So, with respect to actualization
requirements, it is suitable for more or less stable data. Virtual data integration
approach provide an interface to autonomous data sources, it can be used also
for large amount of data with relatively frequently changing content. In a con-
nection with the World Wide Web data, this approach suggests itself. It is also
possible to combine both approaches. An example is an integration system that
provides a virtual integrated view, but it also materializes some data in a cache.
The cache is usually used for frequently accessed data.

A commonly used system architecture in virtual view approach [1] to data
integration is depicted in Figure 1. A base of the system is a set of data sources to
integrate. The higher layer is a set of components called wrappers. Each wrapper
belongs to one local data source and it plays a role of a connector between the
local source background (it means a specific model, a specific language etc. for the
source) and the global one. The pure integration part of the system is presented in
hierarchical layers of mediator components. A mediator can obtain information
from components below it and can provide information to components above it.
In general, an integration system can contain an arbitrary complex architecture.

Each mediator in a hierarchy can be seen as a virtual view. These views are
then used in query evaluation. A user of the integration system poses his query
to a global view using a global schema. Using mediation integration, the query
is reformulated and decomposed to refer to the data sources and the queries are
also executed over the sources. Then obtained information is composed and the
answer is given back to the user.

The main components of a data integration system are the sources with their
local schemas, the global virtual view with the global schema, and the mediated
system that expresses the correspondence between the global source and the
local sources. So it follows that a data integration system I can be seen [2] as a
triple

I = (G, L,M),

where G is a global schema, L is a set of local schemas and M is a mediation
system.
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Fig. 1. A mediation integration architecture

A possible way how to describe the mediation system is to use mappings.
Mapping is a set of assertions that establish the connection between the element
of the global schema and those of the local schema. The composition of mapping
is an essential task. It plays a crucial role in query resolving - another important
process of a data integration system. Two basic approaches [2], [3] have been
used in order to specify the mapping. The Global As View (GAV) approach
consists in defining the global schema as a set of views over the local schemas,
while the Local As View (LAV) approach consists in defining the local sources
as a set of views made on the global schema.

Because the GAV is based on the idea that the content of each element of
the global schema should be characterized in terms of a view over the sources,
this mapping tells the system how to retrieve the data. The GAV gives direct
information on how query answering may be performed. Some GAV data inte-
gration systems do not allow integrity constraints in the global schema. Under
these assumptions, query processing can be based on a simple unfolding strat-
egy: every element of the global schema is substituted with the corresponding
query over the sources. When global schema allows integrity constraints, the
query processing in GAV becomes more complex - integrity constraints here can
in principle be used in order to overcome incompleteness of data in the sources.
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In GAV query processing can look easy. However, this idea is effective when a
set of sources is stable. The addition of a new source and extending the system
can be difficult. The new source may have an impact on the definition of various
elements of the global schema. So it can force the system designer to redesign
the schema, and so to reconsider all the sources.

The LAV approach is based on the idea that the content of each source can
be characterized in terms of a view over the global schema. Processing queries in
LAV is a difficult task. The only knowledge we have about the data in the global
schema is through the views representing the sources, and such views provide
only partial information about the data. The mapping specifies the role of each
source relation with respect to the global schema. It is not immediate to infer
how to use the sources in order to answer queries. The LAV favors the system in
the extensibility - addition of sources simply means enriching the mapping with
definition of a new view over the global schema, without other changes.

To compensate the insufficiency of the LAV and GAV approaches, also their
combinations have been proposed. The Global Local As View (GLAV) approach
[4] establishes the relationships between the global schema and the sources by
making both of LAV and GAV mappings and allows flexible schema definitions
independent of the particular details of the sources.

3 Related work

The term ontology [5] has been used in many ways and across different com-
munities. A popular definition of the term ontology in computer science is: an
ontology is a formal, explicit specification of a conceptualization. A conceptual-
ization refers to an abstract model of some phenomenon in the world. However,
a conceptualization is never universally valid. Ontologies have been set out to
overcome the problem of implicit and hidden knowledge by making the concep-
tualization explicit.

There is a number of approaches to data integration based on ontologies.
Ontologies can be employed in various parts of an integration process. At the
beginning, ontologies can be used in data sources to describe meaning of the data.
They can be used for identification and association of semantically corresponding
information concepts. This is crucial in mapping discovery.

There are some projects exploiting from data sources ontologies and staying
solving the data integration task with GAV or LAV approaches [6]. However,
ontologies take additional tasks in several projects. In some approaches, a global
ontology (an ontology of a global view) is built. It can be defined in two basic
ways: First, it contains vocabulary shared by local sources. In some of these sce-
narios, the shared vocabulary is grounding in the particular domain and usually
more general then the local ontologies [7]. The other possibility is to build an
ontology as a result of local ontologies merging.

Most of data integration projects still stay at definition of mappings as a
description of connection between the global view and the local sources, e.g. [8].
Mapping can be done in a broad scale from the simplest one-to-one mapping
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rules expressing direct correspondences between terms (synonyms, homonyms,
disjoint etc.), trough mapping a concept to a query or a view [9] (like GAV and
LAV), to some additional mapping structures (e.g. a reference model in [10]).
Some projects use ontology in this part to describe their notion of mapping and
then represent mappings as instances in an ontology of mappings.

Approach presented in this paper is similar to approach in [11] - it is also
based on merging local ontologies. The difference is that, although a global
ontology is a result of merging local ones, they use a mapping table to describe
connection between global and local environments. Approach in this paper is
based on mapping expression in an ontology that is build by merging global and
local ontologies and all relationships as well. Therefore, this approach to data
integration is the most similar to projects develop to ontology merging, such as
[12].

4 Ontology-based mediation integration

In an ontology-based integration approach described in this paper, a concep-
tion of a virtual integration form is adopted. A global source will be also non-
materialized and for the establishment of a connection to the data sources some
kind of mapping will be applied. However, instead of using mapping rules as
assertions for global and local schemas elements, a more complex structure cov-
ering all mapping will be employed. This approach exploits the idea that on the
Semantic Web [13], [14] every peace of information has got defined its meaning
and supposes availability of ontologies as a means for defining the concept of
the data. The Semantic Web technique for definition of ontologies is the OWL
(Ontology Web Language) language [15], therefore, OWL, as a proposed stan-
dard by W3C (WWW Consortium) [16], is used for ontology definition in this
approach.

The integration task is transformed to the building of an ontology for the
integration system. This ontology from its principle should cover ontologies of
all data used in the system and mappings that are in general seen as definitions
of relationships between data. Therefore, it can be employed in data integration
at schema level.

Ontologies and data schemas are closely related. The main difference is a
purpose. An ontology is developed in order to define the meaning of the terms
used in some domain, whereas a schema is developed in order to model some
particular data. Although it is not necessarily the case that there is some corre-
spondence between a data model and the meaning the terms used, it often does.
Especially for schemas representing using a semantic data model, there is often
no obvious difference and way to identify which representation is a schema and
which is an ontology. In other cases, an ontology used for that particular data in
the source can be enriched by other concepts and relationships to capture also
the schema.

Suppose, there are two data sources S1 and S2. Each source schema is de-
scribed by an ontology: an ontology referring to the local source S1 is OS1 , an
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ontology of the source S2 is OS2 . The global integrated view the integration
system should provide has an ontology OG. The integration system, in Section
2 formalized as a triple I = (G,L, M), has in this case representation

I = (OG, {OS1 , OS2}, OI),

where OI is an ontology of the integration system.
Ontology OI is used to describe the mapping between elements of the global

view and the local sources. Mapping is a crucial part of an integration system
and its discovering and expressiveness affects an amount of information we are
able to obtain from the local sources via the integration system.

OI is an ontology of all concepts used in the integration system I. Ontologies
OS1 and OS2 are parts of OI , which can of course be richer. So it follows that
for ontologies of local sources is valid:

OS1 ⊆ OI

OS2 ⊆ OI

While ontologies OS1 and OS2 are given with the sources, OG and OI need
to be determined. Description of OG is relatively independent on the sources.
OG contains definition of concepts accessible directly via the global view. It is
a matter of a designer who decides what will be accessible via the integration
system and in what form. Because OG describes data of the system, it is a part
of OI , too.

Establishment of OI is a crucial step. However, it is not an easy task. Even if
OI is used to describe mapping in the integration system, it itself is not a result of
mapping source ontologies, but ontology integration. Covering OS1 , OS2 , OG and
their relationships, OI is the result of task called merging ontologies. The process
of ontology merging takes multiple local ontologies as an input and returns a
merged ontology as an output. Ontology merging and ontology alignment are
widely pursued research topics. Ontology merging is studied e.g. in [17].

Many researchers agree that one of the major difficulty in semantic integra-
tion is correspondences discovery. While the formal definitions in an ontology
are one of best specifications of the meaning of terms currently available, they
cannot capture the full meaning. Therefore, there must often be some human in-
tervention in the process of identifying correspondences. Although machines are
unlikely to derive correspondences, it is possible to use them to make suggestions
of it and validate human-specified ones.

As in schema integration in other approaches, some conflicts [18] that have to
be solved can arise. In general, conflicts can be of various types [19], for example
terms conflicts (synonyms, homonyms etc.), schema discrepancies, raw data and
metadata conflicts etc. In the ontology world, it is not difficult to deal with
different concepts, because there are means how to express relationship between
them. In an ontology, each term has a unique reference. Although, there can
be two concepts in two ontologies named in the same way, they are uniquely
distinguishable, because of the context - the ontology where they are defined.



Ontology-Based Schema Integration 7

This is for instance in XML syntax solved by namespaces. Within ontologies it is
also possible to state that two terms are equivalent and describe the synonymic
relationship, and by this to enable process it in a right way.

Example 1. Suppose, there is a shop that sells notebooks from various produc-
ers. For simplification, suppose, there are only two notebook producers: IBM
and Sony. Each of them stores data about their products. However, the shop
would appropriate to access these sources as one whole, and therefore, there is
a need to integrate them.
There are two sources to integrate. Source 1 stores notebooks produced by IBM
and its ontology O1 describes only one class named IBM notebooks with prop-
erties Proc Speed, Memory etc. Source 2 stores notebooks produced by Sony,
its ontology O2 contain class Sony notebooks with properties Processor sp,
Installed RAM etc. Since the integration system should provide notebooks com-
ing from different data sources, global ontology OG contains class named notebooks
with properties Processor speed, RAM, etc. To obtain ontology of the system,
O1, O2, OG, and knowledge about relationships among particular concepts are
merged. Ontology OI is following:

Fig. 2. Ontology OI

Ontology OI contains three classes: notebooks, IBM notebooks, and Sony notebooks.
Notebooks from IBM and notebooks from Sony are both notebooks, so there is
hierarchical class - subclass relationship between notebooks and IBM notebooks
and between notebooks and Sony notebooks. IBM notebooks and Sony notebooks
cannot be merged into one class, because it refers to different notebooks. With
the knowledge of class properties semantics, there can be seen property - sub-
property relationship between a global property and a relevant local property, for
example Processor speed and Proc Speed. Moreover, if there were the same in-
tegrity constraints on each property from the pair, the properties can be merged
and connected as equivalent. ¤

With a data integration system, a user poses his query on the global view in terms
of the global view. In order to execute the query over the sources, where data are
stored, query processing is needed. There are two approaches to query processing.
The first one is query rewriting - a query is decomposed to parts referring to
local sources and reformulated to be expressed in local source background. The
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other one is query answering - it do not pose any limitations on how a query
is processed, the only goal is to exploit all possible information to compute the
answer, for example find the set of data such that the knowledge logically implies
that it is an answer to the query.

With mapping expressed in an ontology, considering only hierarchical is-a
relationship, it is possible for query rewriting to adopt a rule well known in
object-oriented world: a child can substitute his parent. If we are looking for all
instances of class C that have property P = x, the query is

q := C(P = x).

Using ontology OI , is-a hierarchy relationships give a means how to rewrite the
query with respect to a specific local source. If C is not a concept of the local
source schema, class C in the query is replaced with its nearest subclass C ′

in the is-a hierarchy. This is recursively repeated until a concept is founded in
the specific local source schema, or there are no more subclasses - there is no
answer. The same rule as for classes can be adopted also for properties, and the
relationship property-subproperty can be employed.

In query answering approach to query processing, the is-a hierarchy is also
essential. It expresses that an instance of a node is an instance of all nodes
within the path from the root node to this node. Based on this rule, it can be
determined if information from a local source can be an answer to the global
query.

Example 2. Continuing the simple example of notebooks integration, this exam-
ple shows query processing. The global view provides notebooks. The query: give
all available notebooks with processor speed 1.6 GHz, i.e.

q := notebooks(Processor speed =′ 1.6′),

is processed as follows: notebooks is not in the concept of any local source, the
query is rewritten. notebooks class has two child nodes IBM notebooks related
to the source 1 and Sony notebooks related to the source 2. The reformulated
query has two forms:

q′1 := IBM notebooks(Processor speed =′ 1.6′)

and

q′2 := Sony notebooks(Processor speed =′ 1.6′).

Because the property Processor speed is not in the concept of the source 1,
the query q1 is further rewritten using property-subproperty to

q′′1 := IBM notebooks(Proc Speed =′ 1.6′).

The query q′′1 is executed over the source 1. Analogously, the query q′2 is rewritten
and executed over the source 2. ¤
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However, ontology is more powerful than to express only is-a relationships.
Ontology OI can contain various kinds of relationships. Concepts can be less
related, or their relationship can depend on other circumstances. For example,
in order to obtain as much information from the sources for the particular query
as possible, it could be also appropriate to use some inference mechanism in
query processing. Therefore, for future work it is planned to work further on
other concepts relationships and their use in query processing.

Compared with two basic approaches of mapping specification in a mediation
data integration, an ontology-based approach is similar to LAV integration in a
way, that the global schema is specified independently from the sources. Another
similarity can be found in extending the system. When a new source is added,
the ontology of the integration system OI is enriched with a new source ontology
and further possible relationships to previous version of OI . A difference between
LAV and GAV and the ontology-based integration system is in the case of a
change in the layer of local or global source schemas. In case of using ontologies,
the ontology of integration system is enriched with the new state. It is not needed
to change any earlier part of the ontology, or even to remove some part. No other
change is needed.

5 Conclusion

Data integration is a task of combining data from different data sources and
enabling a user to process them as one whole. There are two classical ways of
designing an integration system providing a global virtual view over the sources:
GAV and LAV approaches. Both are based on definition of connection between
the global view and the local sources via mappings as views. With a Seman-
tic Web idea, there are also other possibilities that can be used. A number of
approaches exploit from the available ontologies describing data in integrated
sources. An integration system described in this paper is also based on ontolo-
gies of the sources. Moreover, it uses an ontology also for mapping description.
This brings not only the possibility to capture various kinds of concept corre-
spondences, but also a possibility to reuse it in other tasks or situations. How-
ever, a variability of captured correspondences rise a need to use an inference
mechanism in query processing part of integration.
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