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Abstract

In the area of information retrieval, the dimension of
document vectors plays an important role. We may need to
find a few words or concepts, which characterize the docu-
ment based on its contents, to overcome the problem of the
"curse of dimensionality", which makes indexing of high-
dimensional data problematic. To do so, we earlier pro-
posed a Wordnet and Wordnet+LSI (Latent Semantic Index-
ing) based model for dimension reduction. While LSI works
on the whole collection, another procedure of feature ex-
traction (and thus dimension reduction) exists, using binary
factorization. The procedure is based on the search of at-
tractors in Hopfield-like associative memory. Separation of
true attractors (factors) and spurious ones is based on cal-
culation of their Lyapunov function. Being applied to tex-
tual data the procedure conducted well and even more it
showed sensitivity to the context in which the words were
used. In this paper, we suggest that the binary factorization
may benefit from the Wordnet filtration.

1. Introduction

An ontology is a specification of an abstract, simpli-
fied view of the world that we wish to represent for some
purpose. This view is called conceptualization. Therefore,
an ontology defines a set of representational terms, that
typically include concepts and relations. Interrelationships
among the concepts describe a target world. An ontol-
ogy can be constructed in two ways, domain dependent
and generic. CYC, WordNet!, and Sensus are examples of
generic ontologies. There are still several problems of on-
tologies to solve [2]. In our work we used WordNet because
its use is free for research purposes and being a generic on-
tology it provides a large number of concepts that may con-
tribute to a mapping of LSI-concepts.

1 http://www.cogsci.princeton.edu/~wn/
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The information retrieval [14, 1] deals among other
things with storage and retrieval of multimedia data, that
can be usually represented as vectors in multidimensional
space. This is especially suitable for fext retrieval, where
we store a collection (or corpus) of texts. There are sev-
eral models used in text retrieval, from which we will use
the vector model [13] providing qualitatively better results
than the Boolean model [14], which combines word match-
ing with Boolean operators.

In the vector model, we have to solve several problems.
The ones addressed in this paper are the size of resulting in-
dex and search efficiency.

Latent semantic indexing (LSI) adds an important step to
the indexing process. In addition to recording which terms
a document contains, the method examines the document
collection as a whole, to see which other documents con-
tain some of those same terms. LSI considers documents
that have many terms in common to be semantically close,
and ones with few words in common to be semantically dis-
tant.

Binary factor analysis (BFA) maps documents to a (bi-
nary) factor space. The original term weights in documents,
factors and vectors in factor space are binary, so we don’t
have to work with weights with unknown meanings as in
case of LSI.

To measure the improvement of a new indexing method,
we can use several measures, both quantitative and qualita-
tive. The quantitative measures show us the performance of
an indexing structure. They include number of disc accesses
—disc access cost (DAC) — or total time of performed index-
ing and search — wall clock time. The qualitative measures
tell us how good this new indexing structure reflects real-
ity when obtaining an answer set A for a given query Q.
The most commonly used qualitative measures are preci-
sion (P) and recall (R) [1].

The rest of this paper is organised as follows. In the sec-
ond section, we describe classic vector model and above
mentioned problems. The third section explains the LSI
method. In the fourth section a basic description of Eng-



lish WordNet ontology will be given. In the fifth summarise
our previous work on mapping of LSI concepts on Word-
Net, provide an insight on binary factor analysis (BFA) and
in the sixth section we propose our improvements.

2. Vector model

In vector model, a document D; is represented as a vec-
tor d; of term weights, which record the extent of impor-
tance of the term for the document.

To portrait the vector model, we usually use an n x m
term-by-document matrix A, having n rows — term vectors
t1...t, —where n is the total number of terms in collection
and m columns — document vectors dy, . . . , d,,, where m is
the size of collection (or corpus) C.

Term weights can be calculated in many different ways:
w;; € {0,1}, as a membership grade to a fuzzy set, or as
a product of functions of term frequency both in a docu-
ment and in the whole collection (usually tf.idf — count
of term occurrences in the document multiplied by a log-
arithm of the inverse portion of documents containing the
term). The normalization of document vectors is sometimes
applied during index generation phase to make the calcula-
tion in the retrieval phase faster.

A query (@ is represented as an n-dimensional vector ¢
in the same vector space as the document vectors. There are
several ways how to search for relevant documents. Gener-
ally, we can compute some L,, metrics to represent the sim-
ilarity of query and document vectors. However, in text re-
trieval better results can be obtained by computing similar-
ity, usually using the cosine measure:

. dj - q
o) = i g

As one can see, we do not only obtain documents which
are considered relevant, but according to their similarity (or
distance) to the query vector, we can order them and obtain
a rank for every document in the answer set. We can de-
fine a threshold t, too. All documents closer than ¢ will be
considered relevant, whilst the rest will be irrelevant. How-
ever, the choice of ¢ is not exact and its value is usually de-
termined experimentally.

The main problem of the vector model is that the doc-
ument vectors have a big dimension (e.g. 150,000) and are
quite sparse (i.e. most co-ordinates are zero). If we store
them as classical vectors, the storage volume is huge —
consider size of a term-by-document matrix consisting of
100,000 terms and 200,000 documents.

We can use existing compression schemes for the term-
by-document matrix representation to decrease memory us-
age, but then the access time is much longer and we are lim-
ited by the fact, that we cannot access either the term or the
document vectors quickly. Another way is to use combined

storage with both row and column compression, but updat-
ing would still pose a problem.

The second problem is the so-called “curse of dimen-
sionality”, which causes classical indexing structures like
M-trees, A-trees, iDistance, etc. see [5], to perform in the
same way or even worse than sequential scan in higher di-
mension. Moreover, the vectors are placed almost equidis-
tantly from each other, which makes clustering ineffective.

Third, the synonyms of terms and other semantically re-
lated words are not taken into account.

The first two problems can be addressed for queries con-
taining only a few words by inverted list, which is in fact
a compressed storage of term vectors. Only term vectors
for terms contained in a query () are loaded and processed,
computing rank for all documents containing at least one
of the terms at once. However, the inverted list is not effi-
cient when searching for similar documents, because signif-
icant part of index must be processed.

LSI adds an important step to the indexing process. In
addition to recording which terms a document contains, the
method examines the document collection as a whole, to see
which other documents contain some of those same terms.
LSI considers documents that have many terms in common
to be semantically close, and ones with few words in com-
mon to be semantically distant.

3. Latent semantic indexing

LSI [4] is an algebraic extension of classical vector
model. First, we decompose the term-by-document matrix
A by either principal component analysis (PCA), which
computes eigenvalues and eigenvectors of covariance ma-
trix, or singular value decomposition (SVD), calculating
singular values and singular vectors of A.

Theorem 1 (Singular value decomposition [4]) Let A is
an n X m rank-r matrix and values o1, ..., o0, are calcu-
lated from eigenvalues of matrix AAT as o; = \/X;. Then
there exist column-orthonormal matrices U = (uq, ..., u,)
and V. = (vi,...,v,), where UTU = I, a VIV =
I, and a diagonal matrix & = diag(o1,...,0,.), where
o; > 0,0; > 0iy1. The decomposition

A=UxvVT

is called singular decomposition of matrix A and the num-
bers o01,...,0, are singular values of the matrix A.
Columns of U (or V') are called left (or right) singular vec-
tors of matrix A.

Now we have a decomposition of original term-by-
document matrix A. Needless to say, the left and right sin-
gular vectors are not sparse. We have at most r nonzero sin-
gular numbers, where rank r is smaller of the two matrix di-
mensions. However, we would not spare much memory



by storing the term-by-document matrix this way. Luck-
ily, because the singular values usually fall quickly, we can
take only k greatest singular values and corresponding sin-
gular vector co-ordinates and create a k-reduced singular
decomposition of A.

Definition 1 ([4]) Let us have k,0 < k < r and singular
value decomposition of A

_ T _ X 0 Vi
A=USV —(UkUO)< Coy > ( Vi

We call Ay, = UkEkaT a k-reduced singular value decom-
position (rank-k SVD).

We would not conserve any space with the matrix Ay.
So instead of the A matrix, a concept-by-document matrix
D, =%, VkT with k& rows (called LSI concepts instead of
terms) is used. To execute a query () in the concept-space,
we create a reduced query vector g, = UkT q (alternatively,
we can use D, = V;! instead of Dy and ¢}, = %, 'Ul'q
instead of q;). The similarity (and importance) of terms in
concept space can be calculated from the term-by-concept
matrix T}, = UpX (or T,é = Uy in alternate approach).

If every document is relevant to only one topic (for more
details see [12]), we obtain a latent semantics — semanti-
cally related terms will be close in concept space and will
result in similar answer set when querying. This addresses
the third of the problems mentioned in section 2. And since
the first co-ordinates of Dj have the greatest influence on
similarity, the clustering results should be better.

The value of k£ was experimentally determined as sev-
eral tens or hundreds (e.g. 50-250), it is known to be de-
pendent on the number of topics in collection, however its
exact value cannot be simply determined. For a illustration
of rank-k SVD see Figure 1.

Figure 1. rank-k SVD

Rank-k SVD is the best rank-k approximation of the
original matrix A. This means, that any other decomposition
will increase the approximation error, calculated as a sum
of squares (Frobenius norm) of error matrix B = A — Ay.
However, it does not implicate that we could not obtain bet-
ter precision and recall values with a different approxima-
tion.

Since the LSI concepts are a linear combination of orig-
inal terms (with either positive or negative weights), we
can identify the ones most significant ones for each con-
cept (those with extreme weights — either positive or neg-
ative) in the term-by-concept matrix. An example of such
terms derived from 30,000 Los Angeles Times articles con-
tained in TREC collection (years 1989-1990) is given in fig-
ure 3.

bush (0.2449) reagan (0.1731) soviet (0.1215) president
(0.1006)

officers (-0.0984) county (-0.1476) council (-0.1657) city (-
0.2299) police (-0.2920)

Figure 2. Example of terms with absolute
weights over 0.1 for 5th LSI concept

4. WordNet ontology

WordNet is an online lexical reference system whose de-
sign is inspired by current psycholinguistic theories of hu-
man lexical memory. English nouns, verbs, adjectives and
adverbs are organised into sets of synonyms (synsets), each
representing one underlying lexical concept.

The goal of WordNet project is the creation of dictionary
and thesaurus, which could be used intuitively. The next
purpose of WordNet is the support for automatic text analy-
sis and artificial intelligence. WordNet is also useful for de-
termining semantic connections between sets of synonyms,
for tracing morphological connections between words.?

The ontology is organised not only by the "is-the-
synonym-of" relation; the verbs and nouns are hierar-
chically organised via the hypernym/hyponym (supe-
rior/inferior concepts), and holonym/meronym (is part
of/has parts) relation, too.

An example of hypernyms for “philosophy” is given in
figure 3.

In addition, the WordNets are linked to an Inter-Lingual-
Index, based on the Princeton WordNet. Via this index, the
languages are interconnected so that it is possible to go from
the words in one language to similar words in any other lan-
guage.

This index also gives access to a shared top-ontology of
63 semantic distinctions which provides a common seman-
tic framework for all the languages, while language spe-
cific properties are maintained in the individual WordNets.
The database can be used, among others, for monolingual

2 Papers with more detailed description of WordNet and its use can be
found at http://engr.smu.edu/~rada/wnb/



psychological feature
— cognition, knowledge, noesis
— content, cognitive content,
— knowledge domain, knowledge base
— discipline, subject, field,
— humanistic discipline,
— philosophy

Figure 3. Example of hypernyms for the
synset of term “philosophy”

and cross-lingual information retrieval, which was demon-
strated by the users in the project.

5. Previous work

In this section, we will shortly describe the mapping
terms (from LSI concepts) on WordNet and the Binary Fac-
tor Analysis (BFA).

5.1. Mapping terms on WordNet

Our approach, mentioned in [15] is similar to query ex-
pansion [16], however we do not only modify the query vec-
tors, but also the document ones, which means we can use
document vectors as queries, too.

In the first step we map the terms contained in indexed
documents on corresponding synsets. Secondly, we apply a
portion of synset weight on semantically related synset (hy-
pernym, part of, ...).

The dimension will be usually reduced, because every
synset contains several terms and especially for bigger col-
lections will be the number of used synsets much lower than
the number of terms.

We are able to identify the most relevant terms for given
LSI concept from the term matrix 7}, and when identifica-
tion of their parent concepts in WordNet ontology will lead
to the most interesting WordNet concepts. We may choose
a given number of these concepts and ignore the rest. Or
we can use LSI on WordNet concepts to reduce the dimen-
sion even further, either by using only the strongest terms
or by using all terms and selecting the strongest concepts.

Because we may still obtain quite a lot of synsets in-
stead of terms, it is a good idea to select only the most in-
teresting ones. While we can’t choose the synsets manually,
it can be done by employing LSI (or another technique of
detection of important terms in corpus as we will show in
next section) either on whole collection or a collection sam-
ple [6]. The main idea is to use the ontology to map LSI
concepts (C) to synsets, f : C — Synsets.

It is obvious, that both our approaches will improve re-
call at the expense of precision. However, the harmonic
mean of precision and recall (¥ score) should not become
much worse.

To exemplify first of the above mentioned methods, sup-
pose that we have a collection of text documents. We calcu-
late LSI of such collection into a small dimension (say 50)
and obtain 50 LSI concepts, where first of them is the most
common one while the last the most special one. Suppose
that one of the concepts contains following terms among
those with the highest weights: president, monarch, pre-
mier. We map these terms to corresponding synsets and
then to more general synsets in WordNet hierarchy. If we
use hypernyms, all these terms will be mapped to concept
head_of _state, whose weight will be higher than others,
which will be generated only by terms with lower weights
in this LSI concept or those that do not correlate with other
important terms. If we use more levels, other terms will
be mapped on head_of _state: e.g. names of presidents like
Bush, Clinton, Kennedy.

Similar approaches were tested independently by other
authors. A good survey of syntax-based techniques that are
currently used for dimensional reduction is presented in [3].

5.2. Binary factor analysis

Factor analysis is one of the most efficient method to
overcome informational redundancy of high-dimensional
data set. Factors extraction is a procedure which maps ob-
jects from original space variables into the space of factors.
Original signals, factor scores and factor loadings are bi-
nary, i.e. possess the values O or 1. To avoid computational
problems with data large dimensionality a procedure of bi-
nary nonlinear factorization based on the search of attrac-
tors in Hopfield-like associative memory was developed. In
this case a complex vector signal (pattern) has a form of the
Boolean sum of weighted binary factors:

X = \/ S,fl. (1)

A binary factorization neural network with parallel dy-
namics was recently used [8] because it has a lot of simi-
larities with the iterative procedure for linear factorization.
The network starts from a random initial state, network ac-
tivity stabilizes in some attractor which corresponds to one
of true factors or one of spurious factors. To separate true
and spurious attractors a procedure based on calculation of
their Lyapunov function [9] is used. Unlearning of already
found factors prevents their repeated retrieval. Some back-
ground on this topic can be found in work [7].

5.2.1. Hopfield network The neural network under con-
sideration consists of /N neurons of the McCulloch-Pitts



type (integrate-and-fire binary neurons) with gradu-
ally ranged synaptic connections between them. Only a
fully connected case is considered here.

Network is trained by a set of M patterns of the form

L
X™ = \/ B"f!, where f'e BYY 3 are L factors (N dimen-
1=1

sional vectors) and for every m-th pattern 3" € BL itis a
corresponding factor scores vector. As follows from the de-
finition every factor contains exactly n = Np ones. Every
complex pattern X" contains in turn exactly the C' factors,
so it is quite natural to call the complexity of the pattern as
C'. The factors and factor scores are assumed to be statisti-
cally independent. In a limit case C' = 1 patterns become
pure factors and we obtain an ordinary Hopfield case.

5.2.2. Learning procedure The connection matrix J of
this network is a covariation matrix of input signals ob-
tained by using the correlational Hebbian learning rule:

Jij = > (X" —q™)(X" = q™), i), Ji =0, ()

m=1

where M is the number of patterns in the learning set and
N

q"™ = > XI™/N is the total activity of the m-th pattern.
i=1

Its activity is determined by iterative procedure:

Xi(t+1) :@(hi(t)_T(t))’ i=1,-- N 3)

where © - step function, and 7'(¢) - activation threshold.
And third, its activity has following Lyapunov function

At +1) = X7t +1)IX(t). (4)

Activity of Hopfield-like network with parallel dynam-
ics converges not only to point attractors [9] but also to
cyclic attractors of the length two.

Theoretical analysis and computer simulation performed
by Frolov et al. [8] completely confirmed the validity of
Hopfield-like network for binary factorization. However,
Hopfield-like network has one principal peculiarity. The
network dynamics converges to one of the factors (true
attractor) only when initial state falls inside its attraction
basin. Otherwise it converges to one of the spurious attrac-
tors. Thus binary factorization requires special recall proce-
dure to separate true and spurious attractors.

5.2.3. Recall procedure To separate true and spurious at-
tractors a two-run recall procedure was developed. Its ini-
tialization starts by presentation of random initial pattern

N
3 BY ={X|X; €{0,1}, Y X; =n}

=1

X with k;, = 7, N active neurons. On presentation of
Xn, network activity X evolves to some attractor. The evo-
lution is determined by equation (3). On each time step
ki “winners” (neurons with the greatest synaptic excita-
tion) are chosen and only they are active on the next time
step. When activity stabilizes at the initial level of activ-
ity kin, kin + 1 neurons with maximal synaptic excitation
are chosen for the next iteration step, and network activity
evolves to some attractor at the new level of activity k;,, + 1.
Then level of activity increases to k;,, + 2, and so on, until
number of active neurons reaches the final level r; V. Thus,
the whole procedure (one trial) contains (ry — 7, )N iter-
ation steps and several time steps inside each iteration step

to reach some attractor for fixed level of activity.

At the end of each iteration step a relative Lyapunov
function was calculated by formula: A = A/(rN) where
A is given by (4). The relative Lyapunov function gives a
mean synaptic excitation of active neurons. The time course
of the relative Lyapunov function along the recall trajectory
provides criterion for separation of true and spurious attrac-
tors. Attractors with the highest Lyapunov function would
be obviously winners in the most trials of the recall process.
Thus, more and more trials are required to obtain new at-
tractor with relatively small value of Lyapunov function. To
overcome this problem attractors with high Lyapunov func-
tion should be deleted from the network memory. The dele-
tion was performed according to Hebbian unlearning rule
by subtraction AJ;;,j # ¢ from synaptic connections J;;
where

Adij = gJ(X)[(Xz'(t—l)—T)(Xj(t)—r)Jr(Xy(t—l)—T)(Xi(t)—r)]
(&)
J(X) is the average synaptic connection between active
neurons of the attractor, X (¢ — 1) and X(¢) are patterns of
network activity at last time steps of iteration process, r is
the level of activity, and 7 is an unlearning rate. For point at-
tractor X (¢) = X (¢t — 1) and for cyclic attractor X (¢ — 1)

and X(¢) are two states of attractor.
More recent information about binary factor analysis are

to be published in [11].

6. Proposed fusion of WordNet and BFA

WordNet can be used with BFA in two ways. The first
(and expected) one is to map the terms on synsets (or their
hierarchies) and use synsets as input to the Hopfield neural
network. This should result in factors consisting of (more
general) synsets instead of terms.

The second possibility is usage of terms obtained in fac-
tors for search of common generalizations. While this ap-
proach was not usable in case of LSI concepts because of
a high number of terms, it may yield interesting results in
case of factors (which contain only a few terms), thus re-
sulting in automatic categorisation. For instance, in an ex-
ample shown in table 1, the third factor contains words gov-
ernment, administration, officials and Senate. Government



is the most general one here, being one of the holonyms of
administration and Senate (US Government). So we could
categorise the message as dealing with government (or pol-
itics, if we find a generalisation).

Table 1.
from [10]

Example of resulting factors

U.S. COMMERCE SECRETARY QUESTIONS FU-
JITSU DEAL WASHINGTON, March 3

Commerce Secretary Malcolm Baldrige said he felt a pro-
posed takeover by Japan’s' <Fujitsu Ltd> of U.S.-based
Fairchild Semiconductor Corp, a subsidiary of Schlum-
berger Ltd <SLB>, should be carefully reviewed. He
told?> the Semiconductor Industry Association the deal
would soon be discussed by representatives of several dif-
ferent government® departments. The Reagan adminis-
tration® has previously expressed concern that the pro-
posed takeover would make Fujitsu a powerful part of the
U.S. market! for so-called supercomputers at a time when
Japan' has not bought any American-made supercomput-
ers. In addition, U.S. defense officials® have said they were
worried semiconductor technology could be transferred out
of the United States, eventually giving Japanese'-made
products an edge in American high-technology mar-
kets for defense and other goods. Treasury Secretary James
Baker recently told? a Senate® committee the proposed
takeover would be reviewed by the cabinet-level Eco-
nomic' Policy Council.

Terms marked ! are contained in the first factor, terms marked 2
are common words — contained in both factors and terms marked
3 are words contained in the second factor.

7. Conclusion

We have shown on an example output from BFA, that
BFA can benefit from ontology (WordNet) mapping. The
resulting effect must be however evaluated by further ex-
periments, which requires a future cooperation with the au-
thors of BFA method. Moreover, the WordNet may not be
the best type of ontology used for the mapping, because it
tries to capture the language properties instead of concept
hierarchy. We are currently looking for such ontology, to
improve our method.
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