
clustering of next-generation
sequencing data
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Bear or raccoon?

[J. Patrick Fischer, CC BY-SA 3.0,
https://commons.wikimedia.org/wiki/File:Grosser_Panda.JPG] 2
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Why evolutionary trees?

[Reece, Jane B., et al. Campbell biology. No. s 1309. Boston: Pearson, 2014.]
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Another example
VIRAL EVOLUTION

Genomic surveillance elucidates
Ebola virus origin and transmission
during the 2014 outbreak
Stephen K. Gire,1,2* Augustine Goba,3*† Kristian G. Andersen,1,2*† Rachel S. G. Sealfon,2,4*
Daniel J. Park,2* Lansana Kanneh,3 Simbirie Jalloh,3 Mambu Momoh,3,5
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In its largest outbreak, Ebola virus disease is spreading through Guinea, Liberia, Sierra
Leone, and Nigeria.We sequenced 99 Ebola virus genomes from 78 patients in Sierra Leone
to ~2000× coverage. We observed a rapid accumulation of interhost and intrahost
genetic variation, allowing us to characterize patterns of viral transmission over the initial
weeks of the epidemic. This West African variant likely diverged from central African
lineages around 2004, crossed from Guinea to Sierra Leone in May 2014, and has exhibited
sustained human-to-human transmission subsequently, with no evidence of additional
zoonotic sources. Because many of the mutations alter protein sequences and other
biologically meaningful targets, they should be monitored for impact on diagnostics,
vaccines, and therapies critical to outbreak response.

E
bola virus (EBOV; formerly Zaire ebolavirus),
one of five ebolaviruses, is a lethal human
pathogen, causing Ebola virus disease (EVD)
with an average case fatality rate of 78% (1).
Previous EVD outbreaks were confined to

remote regions of central Africa; the largest, in
1976, had 318 cases (2) (Fig. 1A). The current
outbreak started in February 2014 in Guinea,
West Africa (3) and spread into Liberia inMarch,
Sierra Leone inMay, andNigeria in late July. It is
the largest known EVD outbreak and is expand-

ing exponentially, with a doubling period of 34.8
days (Fig. 1B). As of 19 August 2014, 2240 cases
and 1229 deaths have been documented (4, 5). Its
emergence in themajor cities of Conakry (Guinea),
Freetown (Sierra Leone), Monrovia (Liberia), and
Lagos (Nigeria) raises the specter of increasing
local and international dissemination.
In an ongoing public health crisis, where ac-

curate and timely information is crucial, new ge-
nomic technologies can provide near–real-time
insights into the pathogen’s origin, transmission

dynamics, and evolution. We used massively pa-
rallel viral sequencing to understand how and
when EBOV entered human populations in the
2014 West African outbreak, whether the out-
break is continuing to be fed by new transmis-
sions from its natural reservoir, and how the
virus changed, both before and after its recent
jump to humans.
In March 2014, Kenema Government Hospital

(KGH) established EBOV surveillance in Kenema,
Sierra Leone, near the origin of the 2014 outbreak
(Fig. 1C and fig. S1) (6). Following standards for
field-based tests in previous (7) and current (3)
outbreaks, KGH performed conventional poly-
merase chain reaction (PCR)–based EBOV di-
agnostics (8) (fig. S2); all tests were negative
through early May. On 25 May, KGH scientists
confirmed the first case of EVD in Sierra Leone.
Investigation by the Ministry of Health and San-
itation (MoHS) uncovered an epidemiological link
between this case and the burial of a traditional
healerwhohad treatedEVDpatients fromGuinea.
Tracing led to 13 additional cases—all females
who attended the burial. We obtained ethical ap-
proval from MoHS, the Sierra Leone Ethics and
Scientific Review Committee, and our U.S. insti-
tutions to sequence patient samples in the United
States according to approved safety standards (6).
We evaluated four independent library pre-

parationmethods and two sequencing platforms

SCIENCE sciencemag.org 12 SEPTEMBER 2014 • VOL 345 ISSUE 6202 1369

1Center for Systems Biology, Department of Organismic and
Evolutionary Biology, Harvard University, Cambridge, MA 02138,
USA. 2Broad Institute of MIT and Harvard, Cambridge, MA
02142, USA. 3Kenema Government Hospital, Kenema, Sierra
Leone. 4Computer Science and Artificial Intelligence Laboratory,
Massachusetts Institute of Technology, Cambridge, MA 02139,
USA. 5Eastern Polytechnic College, Kenema, Sierra Leone.
6Institute of Evolutionary Biology, University of Edinburgh,
Edinburgh EH9 3JT, UK. 7Systems Biology, Harvard Medical
School, Boston, MA 02115, USA. 8Tulane University Medical
Center, New Orleans, LA 70112, USA. 9Department of Biology,
Massachusetts Institute of Technology, Cambridge, MA 02139,
USA. 10Redeemer’s University, Ogun State, Nigeria. 11University
of Sierra Leone, Freetown, Sierra Leone. 12Fogarty International
Center, National Institutes of Health, Bethesda, MD 20892, USA.
13Centre for Immunity, Infection and Evolution, University of
Edinburgh, Edinburgh EH9 3JT, UK.
*These authors contributed equally to this work. †Corresponding
author. E-mail: andersen@broadinstitute.org (K.G.A.);
augstgoba@yahoo.com (A.G.); psabeti@oeb.harvard.edu (P.C.S.)
‡Deceased. §These authors jointly supervised this work.

Fig. 1. Ebola outbreaks, historical and current.
(A) Historical EVD outbreaks, colored by decade.
Circle area represents total number of cases (RC =
Republic of the Congo; DRC = Democratic Republic
of Congo). (B) 2014 outbreak growth (confirmed,
probable, and suspected cases). (C) Spread of EVD
in Sierra Leone by district. The gradient denotes
number of cases; the arrow depicts likely direction.
(D) EBOVsamples from 78 patients were sequenced
in twobatches, totaling99 viral genomes [replication=
technical replicates (6)]. Mean coverage and me-
dian depth of coverage with range are shown.
(E) Combined coverage (normalized to the sample
average) across sequenced EBOVgenomes.
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[Nolen, Leisha et al. “Incidence of Hansen’s Disease — United States, 1994–2011.”
MMWR. Morbidity and mortality weekly report (2014).]

4



Output - hierarchical clustering

• Output is a dendogram of the species
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[By Manudouz (Own work) [CC BY-SA 4.0], via Wikimedia Commons]
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Clustering algorithms

• The only input of hierarchical clustering algorithms is a distance matrix
• This includes UPGMA and neighbor-joining

⇒
0 5 9 9
5 0 10 10
9 10 0 9
9 10 9 0

  ⇒
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that simple?



Sequencing by synthesis

[By Abizar Lakdawalla, CC BY-SA 3.0, https://en.wikipedia.org/wiki/File:
Sequencing_by_synthesis_Reversible_terminators.png]
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Sequencing, read-sets

• Product of sequencing is not a long sequence, but short substrings
called reads

• Reads have length of 10s to 100s of symbols
• Sequence AGGCTGGA is represented by set {AGGC,TGGA,GCT}.

A G G C T G G A

sequencing

assembly

scaffolding

DNA

read bag

contigs

scaffolds
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Contigs

• Assembly does not produce a single putative sequence, but several
contigs

• Process of scaffolding and gap filling requires some additional wet-lab
work

• Contigs are approximate substrings with unknown location and
orientation

sequencing

assembly

scaffolding

DNA

read bag

contigs

scaffolds
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Classical approach - first assemble

• Classical approach is to reconstruct the original sequence first

A G G C T G G A

A G G C T G G A G C T

• Genome assembly
• NP-hard problem
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Classical approach - then cluster

• Hierarchical clustering algorithm is used to build a dendogram
• Dendogram is based on edit distance

⇒ ⇒
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Our approach - skip assembly.

• Goal is to build dendrogram directly from the read sets

⇒ ⇒
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Our approach - skip assembly.

• Do not skip the assembly, do only the easy parts.

⇒ ⇒
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Alignment-free approaches

• Originally designed do avoid alignment step for genome comparison
• Genome broken into k-mers
• Some approaches work with read data

PROCEEDINGS Open Access

Assembly-free genome comparison based on
next-generation sequencing reads and variable
length patterns
Matteo Comin*, Michele Schimd

From RECOMB-Seq: Fourth Annual RECOMB Satellite Workshop on Massively Parallel Sequencing
Pittsburgh, PA, USA. 31 March - 05 April 2014

Abstract

Background: With the advent of Next-Generation Sequencing technologies (NGS), a large amount of short read
data has been generated. If a reference genome is not available, the assembly of a template sequence is usually
challenging because of repeats and the short length of reads. When NGS reads cannot be mapped onto a
reference genome alignment-based methods are not applicable. However it is still possible to study the
evolutionary relationship of unassembled genomes based on NGS data.

Results: We present a parameter-free alignment-free method, called Under2 , based on variable-length patterns, for
the direct comparison of sets of NGS reads. We define a similarity measure using variable-length patterns, as well
as reverses and reverse-complements, along with their statistical and syntactical properties. We evaluate several
alignment-free statistics on the comparison of NGS reads coming from simulated and real genomes. In almost all
simulations our method Under2 outperforms all other statistics. The performance gain becomes more evident
when real genomes are used.

Conclusion: The new alignment-free statistic is highly successful in discriminating related genomes based on NGS
reads data. In almost all experiments, it outperforms traditional alignment-free statistics that are based on fixed
length patterns.

Introduction
The comparison of sequences is fundamental for the ana-
lysis of many biological processes. The use of alignment
tools like BLAST [1] to assess the degree of similarity
between two sequences is a dominant approach. Align-
ment-based methods produce good results only if the
biological sequences under investigation share a reliable
alignment. However there are cases where traditional
alignment based methods cannot be applied, for example,
when the sequences being compared do not share any
statistical significant alignment. This is the case when the
sequences come from distant related organisms, or they

are functionally related but not orthologous. Another
drawback is that alignment methods are usually time
consuming, thus they cannot be applied to large-scale
sequence data produced by NGS technologies.
With the advent of NGS, a large amount of short read

data has been generated. These data are used to study
many biological problems, such as transcription factor
binding sites identification, de novo sequencing, alternative
splicing, etc. The first step of most studies is to map the
reads onto known genomes. However, if a reference
genome is not available, the assembly of a template
sequence is usually challenging because there may be a
large number of repeats within a genome and the short
length of reads.
When the NGS reads cannot be mapped onto a refer-

ence genome alignment-based methods are not applicable.
* Correspondence: comin@dei.unipd.it
Department of Information Engineering, University of Padova, Via Gradenigo
6/A, Padova, Italy Full list of author information is available at the end of the
article

Comin and Schimd BMC Bioinformatics 2014, 15(Suppl 9):S1
http://www.biomedcentral.com/1471-2105/15/S9/S1

© 2014 Comin and Schimd; licensee BioMed Central Ltd. This is an Open Access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited. The Creative Commons Public Domain Dedication waiver
(http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated.

New developments of alignment-free
sequence comparison: measures,
statistics and next-generation
sequencing
Kai Song, Jie Ren,Gesine Reinert, Minghua Deng, Michael S.Waterman and Fengzhu Sun
Submitted: 28th May 2013; Received (in revised form): 25th July 2013

Abstract
With the development of next-generation sequencing (NGS) technologies, a large amount of short read data has
been generated. Assembly of these short reads can be challenging for genomes and metagenomes without template
sequences, making alignment-based genome sequence comparison difficult. In addition, sequence reads from NGS
can come from different regions of various genomes and they may not be alignable. Sequence signature-based meth-
ods for genome comparison based on the frequencies of word patterns in genomes and metagenomes can poten-
tially be useful for the analysis of short reads data from NGS. Here we review the recent development of
alignment-free genome and metagenome comparison based on the frequencies of word patterns with emphasis on
the dissimilarity measures between sequences, the statistical power of these measures when two sequences are
related and the applications of these measures to NGS data.

Keywords: alignment-free; word patterns; Markovmodel; genome comparison; statistical power; NGS data

INTRODUCTION
Sequence comparison continues to play crucial roles

in molecular sequence analysis. The dominant

approaches for sequence comparison are alignment-

based including the Smith–Waterman algorithm

[1] and BLAST [2]. Although alignment-based

approaches generally yield excellent results when the

molecular sequences of interest can be reliably aligned,

their applications are limited when the sequences are

divergent or come from different regions of various

genomes and a reliable alignment cannot be obtained.

Another drawback of alignment-based approaches is

that they are generally time-consuming and thus, are

limited in dealing with large-scale sequence data gen-

erated with the new sequencing technologies. The

next-generation sequencing (NGS) technologies

usually generate relatively short reads that can be dif-

ficult to assemble, and alignment-based approaches
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distance function design



Clustering algorithms

• The only input of hierarchical clustering algorithms is a distance matrix
• This includes UPGMA and neighbor-joining

⇒
0 5 9 9
5 0 10 10
9 10 0 9
9 10 9 0

  ⇒
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Key observation

• To build dendogram we need to approximate the distance matrix
• Measure that approximates edit distance needed

⇒
0 5 9 9
5 0 10 10
9 10 0 9
9 10 9 0

  ⇒

18



Problem reformulation

• Approximate edit distance between two sequences from their
read-set/contig-set representations

Assumptions:

• All reads have the same length l.
• Reads are sampled i.i.d. with replacement from the uniform

distribution on all substrings of length l of the sequences.

Key terms:

• Read length l.
• Coverage α.

19



using read-sets



Monge-Elkan distance

• Our approach is based on Monge-Elkan distance known from databases
• For each read from a read set we find the least distant read in the

second read set

dist = 2
dist = 1 dist = 1

A T C G C T G C A A

C T C C T C C A

• Then we average over the read pairs

21



Strand and orientation

• In practical setting we do not know which strand do the reads come
from.

• Sometimes we do not know whether a read starts on 5’-end.

[https://www.slideshare.net/jenuerz/replication-transcription-translation2012]

22
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Distance scale and symmetry

• Our measure should be symmetric
• Monge-Elkan distance has upper bound l
• Bring distance to proper scale

23



Margin gaps

• Special treatment of leading and trailing gaps
• They may be caused by random positions of the reads

dist = 0t = 1

A T C G C T G

A T C G C T G

• Modification to edit distance

24



Threshold

• Read can match gaps in the sequence alignment
• If distance is an outlier, it is forced to be l

dist = 2
? dist = 0

A T C G C T G C A A

A G C A A
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Too slow ? - sample

• Coverage α around 2 provides results that are good enough.
• For high coverage data downsample to α = 2.

26



Too slow ? - use embedding

• We do not need exact minimum in Monge-Elkan distance.
• We use embedding to identify good candidates.
• q-gram profile is vector of counts of all possible q-grams, i.e. strings

from Σq.
• q-gram distance of two strings is Manhattan distance of their q-gram

profiles.
• Inspiration by BLAST and dictionary search, q = 3.
• We evaluate edit distance only on reads minimizing the q-gram

distance.
• q-gram distance is LB on edit distance.

27



using contig-sets



Three step procedure

1. Calculate expected overlaps of contig pairs.
2. Select appropriate overlaps for each contig.
3. Average the distances over overlaps.

29



1) Estimating overlaps for contig pairs

• Consider two contigs a and b and assume they overlap in the optimal
alignment

• Select overlap that minimizes the post-normalized edit distance

dist(a, b) = dist(a, b)
max{|a|, |b|} . (1)

• Heuristic approach based on modification of Smith-Waterman
algorithm

A

B

a

b
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2) Estimating overlaps for contig sets

• For one contig we have overlaps with the other contig set
• Select non-overlapping regions that maximize the total value

(post-normalized edit distance)
• Reduction to weighted interval schedulling problem

A

B

a
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3) Combining the Results

• Sum distances of overlap pairs

d(CA, CB) =
∑

(c,d)∈overlap(CA,CB)

dist(c, d).

• The sum does not capture contig size w.r.t. genome size

A

B
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3) Combining the Results

• Normalize
• Divide by maximum possible distance of all overlaps ...
• ... and multiply by genome maximum distance

d(CA, CB) =
∑

(c,d)∈overlap(CA,CB) dist(c, d)∑
(c,d)∈overlap(CA,CB) max{|c|, |d|} ·

lmax{|RA|, |RB |}
α

.

• The resulting measure is not symmetric ...

A

B
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3) Combining the Results

• ... average both directions

Dist(CA, CB) = d(CA, CB) + d(CB , CA)
2
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experimental results



Experimental setup

• Two real-world and three artificial datasets
• Original DNA sequences used as a reference (if available)
• Two clustering algorithms (Neighbor-joining and UPGMA)
• Comparison with 5 common de novo assemblers (ABySS, edena,

SSAKE, SPADes, velvet)

36



Measured characteristics:

• time (assembly time, distance matrix time, clustering time)
• Pearson’s correlation coefficient measuring similarity of the distance

matrix to the reference one
• Fowlkes-Mallows index measuring similarity of the clusterings
• Averaging over α and l values.
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Results

• Pearson’s correlation between distance matrices is close to one
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Table 4 Runtime, Pearson’s correlation coefficient between distance matrices and Fowlkes-Mallows index for k = 4 and k = 8. The ‘reference’ method
calculates distances from the original sequences. We show only assembly algorithm that gave the highest correlation, the best d-type method, and the
better algorithm of pairs MES/MESS, MESSG/MESSGM, and MESSGq/MESSGMq.

Dataset method finished assem.
ms

distances
ms

UPGMA
ms

NJ
ms

corr. UPGMA
B4

UPGMA
B8

NJ
B4

NJ
B8

Influenza

reference 112/112 0 3,991 4.59 3.25 1 1 1 1 1
max(|RA|, |RB |) 112/112 0 337 1.08 3.25 .801 .67 .319 .658 .319

DistMESS 112/112 0 829,411 0.24 0.26 .945 1 .866 1 .84
DistMESSG 104/112 0 986,757 0.13 0.36 .981 .995 1 .998 .993
DistMESSGq 112/112 0 49,260 0.09 0.53 .971 .999 .992 .999 .985

Mash 112/112 0 117 1.53 8.59 .679 .476 .575 .438 .61
d∗2 111/112 0 352 4.86 3.36 .837 .378 .712 .403 .898

SPAdes 43/112 12,230 4,644 0.33 1.07 .928 .965 .752 .94 .781

Various

reference 112/112 0 59,602 5.21 3.40 1 1 1 1 1
max(|RA|, |RB |) 112/112 0 596 1.95 2.35 .907 .671 .655 .846 .924

DistMESS 76/112 0 1,302,199 0.36 0.53 .93 .627 .804 .873 .933
DistMESSG 70/112 0 1,575,721 0.29 0.64 .933 .621 .884 .932 .93

DistMESSGMq 110/112 0 570,361 0.29 0.79 .927 .657 .771 .842 .972
Mash 112/112 0 238 4.88 11.26 .498 .408 .267 .428 .326
d∗2 109/112 0 689 4.84 19.32 .442 .378 .189 .453 .317

SPAdes 34/112 18,675 177,821 0.21 0.79 .942 .698 .91 .961 .949

Hepatitis

reference 9/9 0 1,759,470 25.00 44.44 1 1 1 1 1
max(|RA|, |RB |) 9/9 0 18,913 7.11 14.00 .181 .553 .368 .724 .828

DistMES 9/9 0 10,994,207 1.11 3.56 .833 1 .952 1 .961
DistMESSGM 9/9 0 20,489,458 4.78 3.78 .965 .994 .946 1 .903
DistMESSGMq 9/9 0 697,464 1.56 5.78 .9 .915 .947 1 .944

Mash 9/9 0 3,788 23.00 141.33 .967 .964 .966 1 .918
dq2 9/9 0 26,301 47.11 397.00 .973 .984 .96 1 .87

Velvet 9/9 17,774 2,398,724 1.00 3.67 .782 .803 .846 .964 .847

Chromosomes

reference 1/1 0 653,909 7.00 4.00 1 1 1 1 1
max(|RA|, |RB |) 1/1 0 1,247 1.00 1.00 .331 .64 .404 .613 .298

DistMES 1/1 0 10,645,321 1.00 0.00 .886 .42 .263 .596 .276
DistMESSGα 1/1 0 20,713,067 1.00 1.00 .848 .408 .227 .585 .26
DistMESSGqα 1/1 0 178,840 1.00 1.00 .841 .673 .301 .9 .262

Mash 1/1 0 261 1.00 4.00 .33 .588 .307 .599 .382
d∗2 1/1 0 1,768 0.00 2.00 .302 .503 .328 .805 .303

SSAKEα 1/1 46,853 55,131 1.00 1.00 .652 .528 .17 .805 .255

38



Results

• Exact evaluation of Monge-Elkan distance is too slow for real-world
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Table 4 Runtime, Pearson’s correlation coefficient between distance matrices and Fowlkes-Mallows index for k = 4 and k = 8. The ‘reference’ method
calculates distances from the original sequences. We show only assembly algorithm that gave the highest correlation, the best d-type method, and the
better algorithm of pairs MES/MESS, MESSG/MESSGM, and MESSGq/MESSGMq.

Dataset method finished assem.
ms

distances
ms

UPGMA
ms

NJ
ms

corr. UPGMA
B4

UPGMA
B8

NJ
B4

NJ
B8

Influenza

reference 112/112 0 3,991 4.59 3.25 1 1 1 1 1
max(|RA|, |RB |) 112/112 0 337 1.08 3.25 .801 .67 .319 .658 .319

DistMESS 112/112 0 829,411 0.24 0.26 .945 1 .866 1 .84
DistMESSG 104/112 0 986,757 0.13 0.36 .981 .995 1 .998 .993
DistMESSGq 112/112 0 49,260 0.09 0.53 .971 .999 .992 .999 .985

Mash 112/112 0 117 1.53 8.59 .679 .476 .575 .438 .61
d∗2 111/112 0 352 4.86 3.36 .837 .378 .712 .403 .898

SPAdes 43/112 12,230 4,644 0.33 1.07 .928 .965 .752 .94 .781

Various

reference 112/112 0 59,602 5.21 3.40 1 1 1 1 1
max(|RA|, |RB |) 112/112 0 596 1.95 2.35 .907 .671 .655 .846 .924

DistMESS 76/112 0 1,302,199 0.36 0.53 .93 .627 .804 .873 .933
DistMESSG 70/112 0 1,575,721 0.29 0.64 .933 .621 .884 .932 .93

DistMESSGMq 110/112 0 570,361 0.29 0.79 .927 .657 .771 .842 .972
Mash 112/112 0 238 4.88 11.26 .498 .408 .267 .428 .326
d∗2 109/112 0 689 4.84 19.32 .442 .378 .189 .453 .317

SPAdes 34/112 18,675 177,821 0.21 0.79 .942 .698 .91 .961 .949

Hepatitis

reference 9/9 0 1,759,470 25.00 44.44 1 1 1 1 1
max(|RA|, |RB |) 9/9 0 18,913 7.11 14.00 .181 .553 .368 .724 .828

DistMES 9/9 0 10,994,207 1.11 3.56 .833 1 .952 1 .961
DistMESSGM 9/9 0 20,489,458 4.78 3.78 .965 .994 .946 1 .903
DistMESSGMq 9/9 0 697,464 1.56 5.78 .9 .915 .947 1 .944

Mash 9/9 0 3,788 23.00 141.33 .967 .964 .966 1 .918
dq2 9/9 0 26,301 47.11 397.00 .973 .984 .96 1 .87

Velvet 9/9 17,774 2,398,724 1.00 3.67 .782 .803 .846 .964 .847

Chromosomes

reference 1/1 0 653,909 7.00 4.00 1 1 1 1 1
max(|RA|, |RB |) 1/1 0 1,247 1.00 1.00 .331 .64 .404 .613 .298

DistMES 1/1 0 10,645,321 1.00 0.00 .886 .42 .263 .596 .276
DistMESSGα 1/1 0 20,713,067 1.00 1.00 .848 .408 .227 .585 .26
DistMESSGqα 1/1 0 178,840 1.00 1.00 .841 .673 .301 .9 .262

Mash 1/1 0 261 1.00 4.00 .33 .588 .307 .599 .382
d∗2 1/1 0 1,768 0.00 2.00 .302 .503 .328 .805 .303

SSAKEα 1/1 46,853 55,131 1.00 1.00 .652 .528 .17 .805 .255
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Results

• Embedding and scaling puts runtime between assembly and
alignment-free approaches16 Petr Ryšavý, Filip Železný

Table 1 Runtime on “E. coli” dataset. Assembly time (without distance matrix calculation)
on the same dataset is 18,844 s (ABySS), 18,606 s (Edena), 33,545 s (SPAdes), and 17,701 s
(Velvet).

Method Time (in seconds)

DistMESSG(M)qα 11,073
co-phylog 583

Mash 480
d2 3,221
d∗2 3,235
dq2 3,228
dq∗2 3,225
D2 3,235
D∗

2 3,301
Dq2 3,224
Dq∗2 3,227

method MES provides good estimates, the accuracy drops after applying the
scaling from Sect. 3.2. The coverage is not constant on all read bags and
therefore the results are poor knowing that all the original sequences had the
same length. Therefore we provide results with per-sample coverage known to
the algorithms. This fact is marked by α in the experimental results.

Our approaches outperform the alignment-free measures concerning corre-
lation on “invluenza”, “various” and “chromosomes” datasets. The alignment-
free measures are approximately 1000 times faster. This speed is paid by the
fact that they have to break reads into shorter k-mers, and as a result, they lose
some information. Due to this speed, they are however able to use all reads in
the “hepatitis” dataset, while our methods have to sample to coverage α = 2.

The result on “E. coli” dataset are presented in Tables 1 and 3. Concerning
runtime, the proposed method with all technical improvements is 4 to 23 times
slower than alignment-free approaches. On the other hand, the runtime is
still 30% less compared to the sequence assembly itself without any distance
matrix calculation. The Pearson’s correlation coefficient between the respective
methods in Table 3 shows that the proposed method does not deviate from
the other approaches.

7 Conclusions and Future Work

We have proposed and evaluated several variants of a method for estimating
edit distance between sequences, given only read sets sampled from these se-
quences. In empirical experiments, our approach produced estimates better
than a conventional approach, in which the sequences are first estimated from
the read sets using assembly algorithms, and the distances are then computed
from these estimates.

Specifically, the experiments have demonstrated that the approach based
on conventional assembly algorithms requires a higher coverage α as well as
read-length l to produce estimates comparable to our method. Thus the latter
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Results

• Our approach requires lower coverage than assembly
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Figure 2: Plot of average Pearson’s correlation coefficient for several choices of coverage values.
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Results

• Our approach works better for short reads than assembly
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Figure 3: Plot of average Pearson’s correlation coefficient for several choices of read length.
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Conclusion

• We have seen two methods for estimating sequence similarity form
read/contig sets

• Only single approximation step
• Adapts advantages of both alignment-free approaches and alignment

similarity
• Further work needed
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Thank you for your attention.
Time for questions!
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