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Our goal

• Use Machine Learning to improve

– Question answering

– QA from text documents

– Structured knowledge bases

– Human-machine interaction

– Dialog systems



Text comprehension: 

Attention Sum Reader

(AS Reader)

Kadlec, R., Schmid, M., Bajgar, O., & Kleindienst, J. (2016). Neural Text Understanding 

with Attention Sum Reader. Proceedings of ACL. https://arxiv.org/abs/1603.01547

Opensourced: https://github.com/rkadlec/asreader

https://arxiv.org/abs/1603.01547


CNN and Daily Mail (DeepMind)
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….. 𝑒(Obama) 𝑒 and 𝑒(Putin) …..      𝑒(said) 𝑒(Obama) 𝑒(in) 𝑒(Prague) 𝑒(XXXXX) 𝑒 visited 𝑒(Prague)

This is the key difference 

compared to DeepMind’s models. 

They use attention to compute 

weighted sum of word vectors 

from the document.

ASReader



CNN and Daily Mail dataset



Children’s Book Test
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Summary

• Easy to implement

• Trains faster than attention blending NNs (e.g., Stanford’s system)



Kadlec, R., Bajgar, O., Hrinčár, P., Kleindienst, J. 

IBM Watson, Prague lab

Finding a Jack-of-All-Trades:
An Examination of Transfer Learning in Text 

Comprehension



Generalization is the key



Cloze style questions 

Children’s Book Test (Hill et al 2015)

Hill, F., Bordes, A., Chopra, S., & Weston, J. (2015). The Goldilocks Principle: 

Reading Children’s Books with Explicit Memory Representations~ 200k examples (CN+NE)



Starting point

Bajgar, O., Kadlec, R., & Kleindienst, J. (2016). Embracing data abundance: 

BookTest Dataset for Reading Comprehension. 

http://arxiv.org/abs/1610.00956

BookTest (Bajgar et al, 2016)

14M examples

Train

Children’s 

Book Test
(Hill et al, 2015)

CBT dev/test

2k examples

Test

ASReader
(Kadlec et al, 

2016)

ML Model



Trained on more data (BookTest) than the previous models!

BookTest
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Embracing data abundance



BookTest

Is there potential for further growth?

– Human study
– Performed on the ~20% of examples where AS Reader failed

There‘s still plenty of space for improvement!

opportunity for other teams to improve on BookTest
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Transfer learning?

AS 

Reader

Children’s 

Book Test

(Hill et al, 

2015)

BookTest (Bajgar et al, 

2016)

14M examples

Train Test

bAbI
(Weston et al, 

2015)



Simple testing tasks: bAbI tasks 



Simple testing tasks: bAbI tasks 



Can it generalize what it learned?
Not really ...
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BAD!



Finetuning - bAbI

AS 

Reader

BookTest (Bajgar et al, 

2016)

14M examples

Train Test

bAbI

bAbI

10

bAbI

100

bAbI 1k



2nd Experiment:
It does better with target-adjustment!
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2nd Experiment:
It does better with target-adjustment!
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Knowledge Base 

Completion

Kadlec, R., Bajgar, O., & Kleindienst, J. (2017). Knowledge Base Completion: Baselines 

Strike Back. Repl4NLP Workshop at ACL 2017.



Knowledge base completion

• Goal

– Understand structured data

– Given KG train NN model that can

predict missing information

– Entity prediction: 

– given query (subject, predicate, ?)

– predict the correct object



KBC: Our work

• We evaluated performance of baseline models on 

standard datasets 

– FB15k (derived from Freebase) 

– WN18 (derived from WordNet)

• To our surprise a simple baseline --- DistMult model 

(Yang et al. 2015) with proper training objective scored 

competitively 



Our work: Results

• DistMult is in top 3 

results for 4 out of 6 

commonly reported 

metrics!





KBC: Our work - Implications

• DistMult assumes all relations are symmetric! 

• => 

• Either

– The datasets are odd, or

– Current standard metrics are improper, or

– Previous models weren’t pushed to their limits



Hybrid Dialog State Tracker
M Vodolán, R Kadlec, J Kleindienst

EACL 2017



Belief Tracking

• Accumulation of evidence about user goal

• Helps to improve ASR misunderstandings during dialog

U: I would restaurant with indian food

SLU: italian ~ 0.6, indian ~ 0.4

M: What type of food would you like?

U: Indian

SLU: indonesian ~ 0.6, indian ~ 0.4

U: I would restaurant with indian food

SLU: italian ~ 0.6, indian ~ 0.4

M: What type of food would you like?

U: Indian

SLU: indonesian ~ 0.6, indian ~ 0.4

Belief state

italian ~ 0.6

indian ~ 0.4

indian ~ 0.6

italian ~ 0.2 

indonesian ~ 0.2



HDST with ASR Features – Architecture 



HDST with ASR Features – SLU Motivation 

• Delexicalized unit

I don’t want %value% %slot%

• Specialized unit

It all an food please

Italian

ASR error



HDST with ASR Features – Results 

 DSTC2 (2014)

 restaurant search

 2 000 training dialogs



Quantitave evaluation of Deep Learning models

Ongoing work



How do we tell which architecture / algorithm is 

better?

Quantitative evaluation

• Need to choose:

– Metric

– E.g. Accuracy, BLEU, cross-entropy, Hits@10

– Each covers a different aspect of performance

– Dataset

– ImageNet, SQuAD, Penn Treebank

– Again measures only some subskills

– Comparison methodology

– Comparison criterion

– Statistical technique

Ideally an architecture should

be evaluated across multiple

datasets/metrics



Current standard in Deep Learning

• 1 metric

• 1 dataset

• sometimes probably cherry-picked from among several



Problems

• Usually the result of the best single model is reported

• Does not account for random variation in metric scores 



Thank you!

Any questions?


