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Motivation

• Unstructured text is rich source of information
• As demonstrated by IBM Watson Jeopardy system

• Watson did not use any deep learning

• Here we show how to apply NNs to text understanding

• How to test text comprehension?

• Let the NN read an article and then ask questions about it
• Cloze style questions can be used to generate these „questions“ automatically



Datasets



CNN and Daily Mail (DeepMind)



Children Book Test (Facebook AI)





Attention Sum Reader
Our NN architecture
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Results



CNN and Daily Mail dataset

(Hill et al., 2016)

(Hermann et al., 2015)

(Kadlec et al., 2016)



Children Book Test

(Kadlec et al., 2016)

(Hill et al., 2016)



Training times

• We used Nvidia K40
GPUs

• Models converged 
after 2 epochs



Analysis







Example
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P(machine response | dialog context)



Some available datasets

• bAbI

– “Unit tests”
– Weston, J., Bordes, A., Chopra, S., & Mikolov, T. (2014). Towards AI-

Complete Question Answering: A Set of Prerequisite Toy Tasks.

• Movie subtitles

– Chit chat

• Ubuntu Dialog Corpus 

– IT support
– Lowe, R. et. al. (2015): The Ubuntu Dialogue Corpus: A Large Dataset 

for Research in Unstructured Multi-Turn Dialogue Systems. SIGdial.



Our contribution

• We improved performance on utterance ranking 

task in Ubuntu Dialog Corpus compared to Lowe 

et al. 2015

• Huge ensemble of diverse models does the job

=> now we can test more interesting models



Ubuntu IRC Chats

nik90
bzoltan_: looks like you are getting a lot of test results for your static 

chroots :P
11:55

bzoltan

_
nik90: thanks to you :) 11:55

nik90
zsombi: hey, I tested your alarms fix on vivid btw, and commented on 

the bug.
11:55

zsombi nik90: thx! 11:56

nik90
bzoltan_: well hopefully you found it useful. Looking forward to 

minimized chroot creation time :)
11:56

zsombi

nik90: about the crashes, please check if you are using teh proper 

alarm object when creating the alarm. If you call reset() on an object 

which comes from the model you may get in trouble

11:57

nik90 zsombi: hmm let me check 11:58

nik90
zsombi: I don't seem to have any reset() function calls at all..I

searched the entire project
12:09
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http://irclogs.ubuntu.com/2015/03/03/ubuntu-app-devel.html#t11:55
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Trivia about Ubuntu Dialog Corpus

• 930000 Human-human dialogs

• First public problem solving dataset of this size

• The goal

– Learn how to automatically respond

• How to measure quality of a predictive model for dialog:

– Sampling the next utterance word by word from seq2seq models 

usually leads to low BLEU scores

– Dialog is noisy

– Use ranking instead of BLEU score

Lowe et. al. 2015: The Ubuntu Dialogue Corpus: A Large Dataset for Research 

in Unstructured Multi-Turn Dialogue Systems. SIGdial.



Task

• Given N utterances of a dialog context rank candidates for 

(N+1) th utterance



Machine learning model

• Twin network architecture

• Input

– Context

– Response



Training 

• Training with positive and negative examples

Context: 

how to copy a file?

Responses:

cp source target 1

sudo rm –rf / 0



CNN

• CNN filters of various lengths 

• Maxpooling over time



LSTM

• Sentence embedding is a vector 

with cell states in the last time 

step



Bi-LSTM

• Sentence embedding is a 

concatenation of vectors with cell 

states from the last time step



Results

• The best results were achieved by ensemble of 28 models 

(11 LSTMs, 7 Bidir-LSTMs, 10 CNNs)

• Ensemble without CNNs has R@1 only 66.8% compared 

to 68.3% even though CNNs on their own are inferior to 

LSTMs 



How number of training examples affects 

accuracy 

• CNNs better on small dataset

• LSTMs superior on larger sets



Summary

• We have improved baseline performance with “old” 

techniques

• Now we can try innovative architectures

– For instance, external memory

– Poster

– Incorporating Unstructured Textual 

Knowledge Sources into Neural Dialogue 

Systems

• There are some issues with the dataset

– Training examples has longer contexts that valid 

and test examples

– Binary dataset is different than text dataset
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