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G. Kadlecová, P. Vidnerová,  Department of Artificial Intelligence, ICS Prague: 

Performance Prediction for Neural Architecture Search.

The Neural Architecture Search is an established field in the research area of automated machine 
learning (AutoML).  It  studies the optimization problem of finding the optimal architecture of a  
neural network for a given data or task. In our talk, we will explain the basis of NAS research and  
discuss its main pitfalls. We will handle the NAS problem as a multi-objective optimization problem,  
as we analyse metrics beyond network accuracy – namely HW metrics (energy and latency) and 
robustness.  We will discuss the time requirements of a typical NAS algorithm and explain how 
performance prediction can help us reduce the computational demands. We will present the Zero-
cost Proxies (ZCP), a recently emerged promising tool for fast performance prediction, and discuss  
their limitations. Based on that,  we propose a predictor based on the properties of the neural  
graph. We analyze it across different network search spaces and objectives, demonstrating that the 
method outperforms most existing predictors while being fast and interpretable. 
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Petra Vidnerová (https://www.cs.cas.cz/staff/vidnerova/en)  is  a scientist at the Department of 
Artificial  Intelligence, Institute of Computer Science,  The Czech Academy of Sciences.  Her main 
research interests cover machine learning, deep neural networks, neural architecture search.

Gabriela Kadlecová (https://www.cs.cas.cz/staff/suchoparova/en)  is  a  PhD student at  the same 
department, and at the Faculty of Mathematics and Physics, Charles University. She is supervised 
by Roman Neruda. Her main research interests are performance prediction in neural architecture 
search and graph neural network models.
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HORA INFORMATICAE (meaning: TIME FOR INFORMATICS) is a broad-spectrum scientific seminar 
devoted  to  all  core  areas  of  computer  science  and  its  interdisciplinary  interfaces  with  other 
sciences and applied domains. Original contributions addressing classical and emerging topics are 
welcome.  Founded by  Jiří  Wiedermann,  the  seminar  is  running  since  1994  at  the  Institute  of  
Computer Science of the Czech Academy of Sciences in Prague. 
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