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Jan Vybíral, Department of Mathematics, FNSPE, CTU :

From ridge functions to neural networks

The  mathematics  of  the  performance  of  neural  networks  in  high-dimensional  problems
presents subtle challenges and many open problems. We start with a discussion of the so-
called ridge functions, which are just a composition of a uni-variate function with an inner
product. In some sense, they model one artificial neuron. We show that although this model
looks rather simple, the identification of such function might suffer the curse of dimension.
Next we discuss identification of a sum of ridge functions, which in turn corresponds to one
layer of an artificial  neural network. Finally,  the last result,  which we present in this talk,
reveals a multivariate Riesz basis of ReLU neural networks,  which performs equally  well
independently on the dimension. 
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