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Abstract. We prove completeness and decidability of a version of Propo-
sitional Dynamic Logic where the underlying non-modal propositional
logic is a substructural logic in the vicinity of the Full Distributive Non-
associative Lambek Calculus. Extensions of the result to stronger sub-
structural logics are briefly discussed.
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1 Introduction

Propositional Dynamic Logic, introduced in [8] following the ideas of [24], is
a multi-modal logic for reasoning about structured actions with applications
in formal verification of programs [II], automated planning [26/33], dynamic
epistemic logic [I] and deontic logic [19], for example.

In its standard formulation, PDL is a normal modal logic extending classical
logic. Nevertheless, many non-classical versions of PDL—non-classical PDLs—
have been explored as well, ranging from intuitionistic versions [6I21I36], to
many-valued [BI4IT2ITHIT6/34] and paraconsistent ones [30129]. In [32], the land-
scape is extended with a study of propositional dynamic logic based on weak
substructural logics in the vicinity of the Non-associative Lambek calculus. In
that paper a formula-formula sequent system is used on the proof-theoretic side
to complement a simple relational semantics extending frames for the Lambek
calculus [7J20]. This approach, however, is not typical in all areas of substruc-
tural logic; especially in relevant logic a Hilbert-style proof theory combined
with models based on partially ordered sets is preferred [28/25]. One naturally
wonders if PDLs can be easily formulated in this setting as well.

In this paper we explore completeness of Hilbert-style formulations of sub-
structural PDLs with respect to partially ordered models. We employ the tech-
nique of [31] (itself based on [3]), where a fragment of the present setting was
studied, in combination with Nishimura’s approach to intuitionistic PDL [21].
We show that the approach works for PDLs based on some weak substructural
logics but it fails for some stronger logics (for instance, some undecidable rel-
evant logics); these ramifications are similar to those pointed out in [32]. In
addition, extensions of Hilbert-style PDLs with primitive existential modalities
(“diamond” versions of the action-indexed modalities) are shown to be problem-
atic. These observations suggest that the study of substructural propositional
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dynamic logic abounds with interesting challenges and, most probably, requires
the development of novel techniques.

The paper is structured as follows. In Section [2] we give the necessary back-
ground on PDL and on substructural logics. Section |3| discusses the motivation
for studying substructural PDLs (in addition to technical curiosity). Complete-
ness and decidability of PDL based on a weak substructural logic close to the
Non-associative Lambek calculus is established in Section @l The ramifications
of the technique used to obtain the result, along with a number of related open
problems, are discussed in Section

2 Preliminaries

In this section we give an outline of propositional dynamic logic based on classical
logic (Sect. where we build on [I1]) and of substructural logics (Sect.
where we build mainly on [25]).

2.1 Classical PDL

Fix countable sets At of atomic formulas and Ac of atomic action expressions.
Formulas and action expressions are defined by mutual induction as follows: 1.
Each p € At is a formula, the truth constant 1 and the falsity constant 0 are
formulas and each combination of formulas using Boolean connectives A, V, — is
a formula; moreover, if « is an action expression, then [a]y is a formula. 2. Each
a € Ac is an action expression; if « and § are action expressions, then so are
«; B (expressing composition of actions, “doing v and then 5”), «US (expressing
non-deterministic choice, “doing « or 3”), a* (representing iteration, “doing «
some finite number of times”). Moreover, if ¢ is a formula, then ¢? is an action
expression (expressing test, “testing whether ¢ holds”). This language will be
called the dynamic language. We define T as 0 — 0, =@ and ¢ <+ v are defined
as usual. Conjunctions and disjunctions of finite sets of formulas are defined
usual, with A0 := T and \/ 0 := 0[]

Formulas and action expressions are referred to jointly as expressions. The
notions of subformula and action-subexpression are defined as expected. The
relation of subexpression is defined as the least relation satisfying the following:
1. Each subformula of ¢ is a subexpression of ; if ¢ is of the form [a]y, then
each subexpression of « is a subexpression of ¢. 2. Each action-subexpression of
« is a subexpression of «; if « is of the form 7, then each subexpression of ¢
is a subexpression of a. Proofs by induction on subexpressions are often used in
propositional dynamic logic.

Fix an axiomatization CPC of the classical propositional calculus in the
language {A,V,—,1,0} using axiom schemata and Modus Ponens ans the only

! We distinguish between 1 and T for the sake of presentation; these will not be
equivalent in substructural logics. See Sect. We need 1 in our language for a
technical reason, see the proof of Lemma@
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rule of inference. The axiom system PDL is obtained by adding to CPC the
axiom schemata

and the inference rules

o = ¢ — [a]p N (P NY) = x
[ale = [a]” ¢ = [a*]p o= [Wlx

Let us refer to these additional modal axioms and rules as M AX. Theorems and
derivability in PDL are defined in the usual way. (Hence, derivability is finitary:
¢ is derivable from I iff it is derivable from a finite subset of I".)

A standard frame is a couple F = (W, R), where W is a non-empty set
(“worlds” or “states”) and R is a function from Ac to binary relations on W.
The “accessibility” relation R(a) represents actions of type a—R(a)(z,y) can
be read as “state y is accessible from z by performing an action of type a”. A
standard model is a triple M = (W, R, V), where V is a function from At to
subsets of W. We also say that (W, R, V) is a model based on the frame (W, R).

For each M, we define the evaluation function [ ] that assigns subsets of
W to formulas and binary relations on W to action expressions in the following
way (again, the definition is by mutual induction):

— [plar = V(p), [1]lm = W and [0]ar = 0; the usual set-theoretic clauses are
used for Boolean combinations of formulas. Moreover, [[a]¢]as is the set of
x such that, for all y, if z[a]ayy, then y € [@]ar-

— [a]m = R(a), [oo U B]as is the union of [a]a and [B]ar, [o; B]ar is the
composition of [a]as and [B]ar, [a*]ar is the reflexive transitive closure of
[o]ar, and [@?]ar is the identity relation on [¢]as.

Infix notation z[a]ay is used for the fact that (z,y) is in the relation [a]a.
The subscript is often omitted.
Formula ¢ is valid iff [¢] ar is the set of worlds in M, for all models M. More

generally, ¢ follows from a set of assumptions I" iff (ﬂwe rlvl M) C [¢]m, for
all M.

Theorem 1. ¢ is a theorem of PDL iff it is valid. The set of theorems of PDL
is decidable.

Decidability of the set of valid formulas was shown in [8] using a finite model con-
structuion. Completeness of a system equivalent to PDL without test and with
a “converse” modality was shown in [13I23], using a finite model construction
similar to the one used in [8]; it is noted in the papers that the proof strategy
is compatible with adding test and removing converse. For the full proof of this
fact consult [I1].
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A noteworthy feature of propositional dynamic logic is that it is not compact.
To see this, note that [a*]p follows from {p} U {[a"]p | n € w}, where a' is a
and a™*! is a;a™. However, [a*]p does not follow from any finite subset of that
set of assumptions. Hence, [a*]p is not derivable from that set of assumptions in
PDL. As a result, one cannot hope for a strong completeness theorem for PDL.
In [I4] an infinitary proof system PDL,, is shown to be strongly complete with
respect to the standard semantics.

2.2 Some substructural logics

For the sake of simplicity, we diverge somewhat from the usual presentation
(e.g. [1025]) and we discuss substructural logics in the language of CPC, that
is, in {A,V, =, 1, f)}ﬂ Substructural logics in this language can be seen as logics
where — lacks some properties that implication has in classical logic. Some such
properties are given in Figure [T}

B (p =) = ((x = ¢) = (x = v¥)) Associativity
C (p— (W —x)) = (¥ —= (p— x)) Commutativity
C

I o= (¢ =) =) Weak commutativity
w (p=(p—=1) = (=) Contraction
wi (eA(p =) = Weak contraction
K o= W =) Weakening

Fig. 1. “Structural schemata” that fail in some substructural logics.

The reasons to avoid the respective properties of implication are related to
various possible informal readings of —. The Weakening axiom is usually avoided
based on the assumption that ¢ has to be relevant to ¢ in order for ¢ — ¢ to
be true. Note that the Weakening axiom entails that ¥ — ¢ is derivable form
the mere assumption that ¢ is the case, without assuming anything about v
at all. These considerations led to the study of relevant logics; the main exam-
ples of such logics—for example the logic R—include all the other schemata.
The contraction axiom is usually omitted when implication ¢ — 1 is read in
terms of resource use, for instance as “by using a resource of type ¢, outcome of
type ¥ may be produced”. It is clear that some outputs require several pieces
of resource of some type to be used. These considerations are central to linear
logic, for instance. In addition, contraction is also avoided in some fuzzy logics
(logics of graded truth). Note that Contraction is also not plausible when for-
mulas are seen as expressing types of linguistic items (expressions) and ¢ —
represents the type of expression that, when concatenated with expression of
type ¢, results in an expression of type 1, such as in the various versions of the
Lambek calculus. This interpretation is also inconsistent with Commutativity—
the order of expression concatenation usually matters. Finally, Associativity is

2 This means that we do not include the fusion o and the dual implication <.
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omitted in some versions of the Lambek calculus (not dealing with strings, but
with some more general class of linguistic items). See the introductory chapter
of [22] for more details on these motivations, for example. We note, in addition,
that the Explosion principle, (¢ A =) — 1, follows from Weak contraction and
0 — 1. Paraconsistent logics avoid the Explosion principle since it trivializes
inconsistent sets of assumptions.

Let us turn to axiomatic presentations of substructural logics. In what fol-
lows, a logic will be any set of formulas in the language {A, V, —, 1,0} containing
all the formulas of the form

L o=, (pAY) =0, (AY) =1, o= (0VY), Y = (9 V),
A (VX)) = (AP V(PAX)), 0= 9, »—(0—0),
((p= ) A (= x) = (¢ = (PAX)),
(e =)A= X)) = (¢ V) = x);
and closed under
I e N A p—tb x—0
1=’ YT eAY (Yo x) = (= 0)

We sometimes write 4 ¢ instead of ¢ € A.

Let Ag be the smallest logic; it can be seen as a Hilbert-style axiomatization
of a fragment of the Distributive Full Non-associative Lambek calculus extended
with the falsity constant 0 (or, as we may also say in the terminology of [10],
the {A,V,—,1,0}-fragment of the “zero-bounded” DFNL).

A Routley-Meyer frame is a structure F = (S, <,L,T) where (S,<) is a
partially ordered set, L is an upwards closed subset of (S, <) and T is a ternary
relation on S such that

Tayz, 2 <z, <y,z<z = Ta'y'? (1)
r<y < (F2)(z €L & Tzxy) (2)

A Routley—Meyer model based on F is M = (F, V), where V is a function
from At to upwards closed subsets of the frame F. For each M, we define the
evaluation function [ o that assigns subsets of the frame on which M is based to
formulas (states that “satisfy” the formulas) in the following way: [p]Jam = V(p),
[0]Jarc = 0 and

[1m = L (3)

the usual set-theoretic clauses are used for A,V and
[o = vlm =A{z | (W2)(Toyz & y € [o]m) = z€[W]m)}  (4)

Note that [T]ap = S and so [T]am # [1]m if L # S.
The following well-known facts outline the reasons why Routley—Meyer frames
contain L and < and why (1H2)) are assumed.

Lemma 1. For all M and ¢, [¢]m is an upwards closed set.
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Proof. Use for ¢ = 1) — x; other cases are trivial.
A formula ¢ is valid in M iff L C [¢] m.
Lemma 2. ¢ — ¢ is valid in M iff [p]m C [¢]m-

Proof. “If”: Take x € L and assume that Tayz and y € [¢]am. By @), y < =2
and by Lemma [1] z € [¢] . Hence z € [1)] ¢ by the assumption.

“Ounly if”: Take z € [p]m. By , we have T'yrx for some y € L and so
x € [¥]am by the assumption.

We note that formulas in Ay are typically not satisfied in all states in a model.
For instance, p — p may fail in x if there are y, z such that Rxyz and y £ z.
However, thanks to Lemma |2} p — p is clearly satisfied in all x € L.

Let A be a logic. A set of formulas I' is a non-trivial prime A-theory iff 1.
I" is non-empty, 2. ¢ = » € A and ¢ € I' implies ¢y € I, 3. p,¢ € I' only if
oANpel, 4. pVvypelonlyifpelloryp el

Lemma 3 (Pair Extension). Let A be any logic extending Ag. Assume that
there is no conjunction vy of elements of I' and a disjunction § of elements of A
such that v — § € A. Then there is a non-trivial prime A-theory X extending I’
and disjoint from A.

Proof. See [25], 92-94].
A formula is valid in F iff it is valid in all models based on F.
Theorem 2. ¢ € Ay iff ¢ is valid in all Routley—Meyer frames.

Proof. Canonical model construction, the argument uses the Pair Extension
Lemma; see [25] for details.

We note that a simpler semantics (without L and <) is sufficient for some
formula-formula sequent presentations of some substructural logics, i.e. where
a logic is defined as a set of ordered pairs of formulas, not as a set of formulas.

3 Motivation

The previous section suggests an obvious way to produce proof systems for
substructural propositional dynamic logics—take a substructural logic and add
M AX. Semantics for these proof systems do not seem hard to come by as well.
Following the lead of the literature on modal relevant logics [QIT7II8I27], the idea
is to add to Routley—Meyer frames a function R from atomic action expressions
Ac to binary relations on S satisfying a tonicity condition in the style of and
then define the evaluation function on complex action expressions in the style of
classical PDL. It is to be expected that if A is sound and complete with respect
to a class of Routley—Meyer frames, then PDL 4, an extension of A with M AX,
is sound and complete with respect to suitable “modal extensions” of frames in
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the class. We will show in Section [4] that this is indeed the case for PDL,, and
we will point out some problems that pop up when stronger logics are considered
in Section

But first, we need to address another question, namely, why is it interesting
to consider such substructural PDLs. We will not go into a detailed discussion
of this important question here. We just point out some relations of the present
question to the original motivations for omitting some of the structural schemata
of Fig.

One of the crucial properties of actions expressed in the language of PDL are
partial correctness assertions of the type

¢ = [y,

read “if ¢ is the case, then each (terminating) execution of action « leads to
a state where 1 holds”; see [II]. One may insist that such assertions express
meaningful properties of actions only if ¢ is relevant, in some sense close to the
motivations of relevant logic, to [a]y (or to w)EThiS motivates the study of PDL
without the Weakening axiom. We note that most non-classical PDLs studied
in the literature so far (intuitionistic and fuzzy PDLs) assume Weakening.

In general, omissions of the structural schemata from PDL can be motivated
by the goal of formulating logics of structured actions that modify the types of
objects related to non-modal substructural logics without the respective struc-
tural schemata. For instance, assume that we want to study a logic for reasoning
about structured actions modifying linguistic items (expressions) of some kind.
It is reasonable to take a PDL based on some version of the Lambek calculus.
Similarly, reasoning about actions in a setting where graded truth values are ad-
mitted (e.g. situations where graded predicates play an important role), requires
a fuzzy version of PDL without Contraction.

4 The basic substructural PDL

In this section we prove completeness and decidability of the basic substructural
propositional dynamic logic PDL,,, which we denote simply as PDLq. To be
more precise, PDLg is the least set of formulas of the dynamic language 1.
containing all the formulas of the forms used in the definition of Ag and closed
under all the Ap-inference rules; and 2. containing (or closed under) all elements
of MAX.

A dynamic Routley—-Meyer frame is a structure § = (S, <,L,T, R) where
(S,<,L,T) is a Routley-Meyer frame and R is a function from Ac to binary
relations on S such that

R(a)zy,a’ <@,y <y = R(a)a'y/ ()

A dynamic Routley—Meyer model based on § is M = (F, V) where V is as
in Routley-Meyer models. The evaluation function [ Jon assigning subsets of

3 For instance, on may wonder if p — [a]T express a meaningful specification of a.
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S to formulas and binary relations on S to action expressions is defined as in
dynamic and Routley—Meyer models, respectively (the clause for — is the one
used in Routley—Meyer models), with one exception:

[e?Tom = {(z,y) |2 <y & y € [¢]om} (6)

Lemma 4. 1. Fach [¢]on is upwards closed.
2. For dll a, z[a]omy, 2’ <z andy <y imply «'[a]my’.

Proof. The claims are established simultaneously by induction on subexpressions
(in each case, the induction hypothesis is that both claims hold for all proper
subexpressions of the expression at hand). 1. The only new claim is the one
concerning formulas of the form [a]y)—and that claim is easily seen to follow
from 2. for o (a subexpression of [a]y)). 2. We give details of the case 9? as it
hinges on the non-standard evaluation condition @ If 2 < yandy € [Y]om,
then 2/ < z and y < ¢’ imply 2/ <y and ¢’ € [¢]om by transitivity of < and
claim 1. for ¢ (a subexpression of 7).

The proof of Lemma [4] provides the justification for our choice of the non-
standard evaluation condition @—note that the second claim of the lemma
would fail if [o?]on was defined, classically, as the identity relation on [¢]on.
Nevertheless, this definition seems to bring about a significant shift in “meaning”
of the test action when compared to the classical case. Instead of “Test whether
@ is satisfied; do not change state”, we now have “Move to an arbitrary bigger
state that supports ¢”, i.e. something along the lines of “Assume, ceteris paribus,
that ¢ is satisfied”. Should we even call this action test?

We note only that the classical definition of test is a special case, obtained un-
der particular assumptions concerning the notion of a state, of the new definition.
Note that if only the maximal elements in the partial ordering are considered
(assume, for the sake of discussion, that we have a model where such maximal
elements exist), then the newly defined [¢?]or is in fact the identity relation on
[¢]om—moving to an arbitrary bigger state supporting ¢ amounts to staying in
the present state if ¢ is satisfied there and “aborting” otherwise, just as in the
classical case. Hence, the shift here is not in the meaning of test, but in the kind
of state allowed ]

Validity in dynamic Routley-Meyer models and frames, respectively, is de-
fined in the same way as in Routley—Meyer models.

Lemma 5. ¢ — ¢ is valid in M iff [o]om C [¥]on.
Proof. Similar to the proof of Lemma[2] using Lemma [4]

Theorem 3. FEach element of PDLy is valid in all dynamic Routley—Meyer
frames.

4 Another interesting observation is that, on the present evaluation condition, [y is
equivalent to intuitionistic implication ¢ — 11, 1. Hence, in a sense, our substructural
PDLs contain intuitionistic PDL.
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Proof. Induction on the length of the proof; Lemma 5] provides a useful shortcut.

Completeness is established by a finitary method related to the standard
proofs for PDL. Out of convenience we chose a combination of the method
outlined in [31] with Nishimura’s approach given in [21]. (It is also possible to
obtain the result by combining the technique of [31] with the standard approach
of [I1I23] that uses non-standard models, but we have opted for a more direct
approach that we deem more elegant.)

Definition 1 (Closure). Let X be a set of formulas of the dynamic language.
The closure of X' is the least set X¢ O X closed under subformulas such that:

- 0—>0€eXandl e X*

— [aUBlp € X implies [a]p € X and [Blp € X¢
— |a; Blp € X€ implies [a][B]e € X°

— [a*]e € X€ implies [a][a*]p € X°

[¥?)p € X implies ¢ € X¢

X is closed iff X' = X°.

We say that a pair of sets of formulas I’ = (I'", ') is an independent A-pair
(member of IP,) iff there is no conjunction 4+ of elements of I'* and disjunction
4~ of element of I'~ such that y© — 4~ is in A. (We note that both I'" and
I’ may be empty or infinite.) Recall the Pair Extension Lemma |3| saying that
for each I' € IP, there is a non-trivial prime A-theory A O I'" disjoint from
.

Definition 2 (Canonical model). Let @ be a finite closed set. The A-canonical
model for @ is defined as consisting of the following elements:

— S? s the set of all ' € IPy such that TY UL~ =&

- L<PAfrtca*

L? is the set of I' such that 1€ I'"

— TP AX iff there are non-trivial prime A-theories I'', A’ and X' such that
L*Cr,ATCA, (¥'nd)C Xt such that

Vo, )=y el” & pe A = el (7)

— R®(a)LA iff, for all [alp € D, if [alp € ['t, then p € AT
Ifpe®, then Ve (p) ={L |pe LT}; V¥(p) = 0 otherwise.

The canonical evaluation function []? is defined as in dynamic Routley—Meyer
models.

Lemma 6. For each A and finite ®, M% is a dynamic Routley—Meyer model.

Proof. We show that the “if” implication of holds. Let ¢ € I'" (recall that
¢ € @ as a result) and T?X A for some X € L?. The latter means that
1 € Xt C X' for some non-trivial prime theory X’ such that there are non-
trivial prime theories I'" and A’, where I'" C I and (A’ N®) C AT, for which
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it holds that if ¢ — ¢ € X', thenp € A But b4 1 — (p — ¢), 50 ¢ = p € X,
sopcAsope AT,

It is noteworthy that this argument could not have been simulated without
1 in the language. Then the only plausible definition of X € L? is that ¥ C X’
for some X’ O A. However, the fact that 7% XT"A allows us to infer that there is
some X" D X1, possibly different from X’ D A, such that a version of holds
for some I" O I'" and (A’N®) C AT. Hence, we cannot infer that ¢ — ¢ € £".

Clearly if ¢ ¢ A, then 1 — ¢ ¢ A and so ({1},{p}) € IP4. We want to
show now that there is a state in 93?31%“0}‘ that satisfies 1 (i.e. it is a logical
state), but not . Then we will have shown that ¢ is not valid in all dynamic
Routley—Meyer frames. This yields a completeness result for PD L right away

as, in this case, it is not necessary to show that the frame underlying m}l,ijj}c

satisfies any additional frame conditions.

Lemma 7. Let I’ € 1P, such that IT U™ C &. Then there is A € IP4 such
that TT CAT, " CA™ and ATUA™ = .

Proof. Similar to the proof of the Pair Extension Lemma, see [25], 92-94].

Let X,Y be subsets of S®. We define aX as the set of such I' where
L[a]?A implies A € X. Let us also define f(I') = AL and f({I,...,[,}) =

Lemma 8. 1. Forallpc®, pc [X]* iff pc XT.
2. If [a]p € @ for some @, then X C oY implies that -4 f(X) — [a] f(Y).

Proof. See the Technical appendix.

Theorem 4. FEach formula valid in all dynamic Routley—Meyer frames belongs
to PDLy.

Proof. Ifc YppL, @, then /ppr, 1 — ¢, so ({1},{¢}) in IPpprL,. By Lemma@,

zm}}; L“;} is a dynamic Routley—Meyer model. By Lemma  is not valid in the
model. Hence, ¢ is not valid in all dynamic Routley—Meyer frames.

Theorem 5. PDLg is a decidable set.

Proof. Note that if I" is finite, then so is I'°. The number of models in Sﬁll;;Lo
is at most 2171,

5 Beyond the minimal substrucutral PDL

In this section we discuss the applicability of our technique to some extensions
of PDLyg.
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5.1 Axiomatic extensions

Let us refer to the schemata shown in Figure [I] as “structural schemata”. Sim-
ilarly to modal logic, structural schemata define various properties of Routley—
Meyer frames in the sense of correspondence theory—the defining schema holds
in a frame iff the frame has the defined property. Figure 2] shows the frame prop-
erties defined by the structural schemata, see [25 ch. 11] for proofs and details
(T(zy)zw means (Fu)(Tzyu & Tuzw), Tr(yz)w means (Fu)(Tyzu & Truw).)

B T(zy)zw — Tx(yz)w
C T(yz)zw — Tz(yz)w
cl Tzyz — Tyxz

W Tzyz — T(zy)yz
Wi Txxx

K Txyz > x < z

Fig. 2. Frame properties defined by the structural schemata shown in Fig. [T}

Let us denote as As, s, the extension of Ay with S;...S,, as extra axiom
schemata (in the obvious sense); PDLs, s, is the extension of As, s,  with
MAX. A plausible conjecture is the following:

Conjecture 1. PDLs, s, is sound and complete with respect to the class of
dynamic Routley—Meyer models with the properties defined by S;...S,.

As it happens, the present technique can be used to establish only some
special cases of Conjecture

Theorem 6. LetS; ...S, be any combination of CI, WI and K. Then PDLs, s,
is sound and complete with respect to the corresponding class of dynamic Routley—
Meyer models.

Proof. Tt is sufficient to show that the frame underlying MM Ls, s, Das the

corresponding frame properties. Let S; ... S,, = Cl. Assume that T? " AX: hence,
holds for some appropriate I/, A’ and X’. Now assume that ¢ — ¢ € A’ D
At and ¢ € I" D I'". Using the axiom schema Cl and the fact that I is a
prime theory, we have (¢ — ) — ¢ € I''. Hence, ¥ € X' by @ The argument
is similar in the remaining cases.

It is easy to see that our “finitary” technique cannot be used for some com-
binations of structural schemata. For instance, Agc and Agcw are fragments of
the undecidable relevant logics R—W and R [35], [25] ch. 15], so we cannot hope
for a finite model property for these logics. However, our proof always produces
a finite countermodel for a unprovable formula.

It is not straightforward to imagine a modification of our technique that
would yield a proof of Conjecture [I| in these undecidable cases. We leave this as
a curious open problem.
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A surrogate strategy that might look promising at first is to work at least with
an infinitary proof system PDL¢ ¢ in the problematic cases (infinitary in the
sense of containing an inference rule for o* with a countable set of assumptions).
It is shown in [T4] that, in the case based on classical logic, using an infinitary
proof system allows to construct a well-behaved infinite canonical model. This
sounds promising for logics without the finite model property. However, as shown
in [2], the Pair Extension Lemma does not hold for infinitary logics. We do not
see how our proof could be rephrased without using the Pair Extension Lemma.

5.2 Adding diamonds

Another way to extend PDLg is to add to the language primitive existential
modalities (o) with evaluation defined as follows:

~ [yl = {z | Gy)(zladmy & y € [¢lm))f]

Without going into details we note two problems that arise from such an addi-
tion; both are related to the canonical model construction. Firstly, the presence
of primitive diamonds requires to modify the definition of R?(a) by adding the
requirement that R®(a)L A only if, for all (a)p € &, if p € AT, then (a)p € I'".
This modification makes it problematic to prove a version of Lemma[8} we have
failed to provide a proof without the extra assumption that R(a) is a serial
relation.

Secondly, neither nor any other condition presently assumed entail that
[{a)¢]on be an upset. Some additional frame condition is required, for example:

Rla)ry & z <2 = )y <y & R(a)z'y) (8)

or the stronger
R(a)ry & z <2’ = R(a)r'y (9)

On the assumption of either one of these conditions, however, the proof of Lemma
[6] seems to fail.

A Technical appendix

Lemmal[8

1. Forallp € @, p € [X]? iff p € £T.
2. If [a]p € @ for some @, then X C aY implies that F, f(X) — [a]f(Y).

Proof. Induction on subexpressions. 1. holds for p € At by definition and the
inductive steps for the rest of the Boolean connectives are easy. The case for
[] is more complicated. Note that we have to prove that [a]p € [T iff I €
afe]®. The “if” part is established using claim 2. for a (a subexpression of

® Note that {a)p can be defined as —=[a]—-y in the present setting, but the defined
modality does not yield the same truth condition—recall that —) is defined as ¢ — 0.
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[a]p) as follows. If I' € afp]?, then 4 f(L) — [a]f([¢]?) by 2. Note that
Fa f([¢]®) — ¢ by the induction hypothesis (¢ € A" for all A € [¢]%)
and so F4 [a]f([¢]?) — [a]e using the fact that A contains M AX. Hence,
Fa f(I) = [a]e. Now [a]y is assumed to be in @, so if it were the case that
[a]p ¢ T", then I ¢ TP, contrary to our assumption. Hence, [a]e € I'". The
“only if” part is established by induction on the complexity of a using the M AX
axioms for the action operators; we skip the details.

2. Assume that X C aY. Take an arbitrary I” € X. Suppose, for the sake of
contradiction, that

Va f(L) = lalf(Y).
Let Z = {9 | [a]s) € ["}. Tt follows that

2 NZ = (V).

Hence, by the Pair Extension Lemma, there is a non-trivial prime A-theory A
such that Z C A and f(Y) ¢ A. Now consider ¥ = (AN ®,AN®) (where
A is the complement of A). Obviously X € IP, and R?(a)['Y. Hence, by our
assumption, X € Y, so

Fa f(Z) = F(Y),
but also

Fa\Z = (D)
(by the construction of X), so
Fa /\ Z = f(Y)a

contrary to our assumption. Consequently, it has to be the case that -4 f(I) —
[a] f(Y"). The same argument can be repeated for all I'; € X. Hence, b, f(X) —

[a]f(Y).

The inductive steps for concatenation and choice are easily established using
the M AX axioms characterising these action operators. It is worthwhile to go
through the cases for a* and ¢?7. Assume first that X C o*Y. Hence

Fa f(X) = f(a™Y)
It is easily seen that a*Y C a(a*Y’). Hence, using induction hypothesis for «,
Fa f(a7Y) = [a]f(@7Y).
So, by the M AX rule characterizing o*,
Fa f(@Y) = [a"]f(a”Y).

Yet, we have
Fa [ef]f(@Y) = [ f(Y)

(note that a*Y C 'Y and use the monotonicity M AX rule). Therefore,

Fa f(X) = [ ]f(Y).
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The case for ¢? is established as follows. Assume that X C (¢?)Y. Take an
arbitrary I € X and assume, for the sake of contradiction, that

7a f(L) = [p?]f(Y).
Hence, using the M AX rule for ¢7,

7a (F(D)Ag) = V).

Using the Pair Extension Lemma, there is a non-trivial prime theory A contain-
ing f(I) A ¢ but not containing f(Y). Now take A = (AN®, AN®). It is clear
that I’ < @A and that A € [¢]? (by induction hypothesis 1. applied to ¢, the
subexpression of ¢?). By the definition of [©?]?, it follows that I'[p?]?A and,
hence, A € Y. Consequently,

Fa f(4) = f(Y).

But this contradicts the observation that the prime theory A does not contain
f(Y). Hence, it must be the case that -4 (f(L) A ) — f(Y). Similar reasoning
can be applied to each element of X, so

Fa f(X) = [ f (V).

Acknowledgements

This work was carried out within the project Enhancing human resources for re-
search in theoretical computer science (no. CZ.02.2.69/0.0/0.0/17_050/0008361),
funded by the Operational Programme Research, Development and Education of
the Ministry of Education, Youth and Sports of the Czech Republic. The project
is co-funded by the EU. The author is grateful to two anonymous WoLLIC re-
viewers for useful feedback and to Vit Punc¢ochai and Andrew Tedder for fruitful
collaboration on the topic.

References

1. Baltag, A., Moss, L.S.: Logics for epistemic programs. Synthese 139(2), 165—
224 (2004). https://doi.org/10.1023 /B:SYNT.0000024912.56773.5¢, https://doi.
org/10.1023/B:SYNT.0000024912.56773.5e

2. Bilkova, M., Cintula, P., Lavicka, T.: Lindenbaum and pair extension lemma in
infinitary logics. In: Moss, L.S., de Queiroz, R., Martinez, M. (eds.) Logic, Lan-
guage, Information, and Computation (Proceedings of WoLLIC 2018). pp. 130-144.
Springer Berlin Heidelberg, Berlin, Heidelberg (2018)

3. Bilkova, M., Majer, O., Pelis, M.: Epistemic logics for sceptical agents. Journal of
Logic and Computation 26(6), 1815-1841 (2016)

4. Boutilier, C.: Toward a logic for qualitative decision theory. In: Doyle, J., Sande-
wall, E., Torasso, P. (eds.) Principles of Knowledge Representation and Reasoning,
pp. 75-86 (1994)


https://doi.org/10.1023/B:SYNT.0000024912.56773.5e
https://doi.org/10.1023/B:SYNT.0000024912.56773.5e
https://doi.org/10.1023/B:SYNT.0000024912.56773.5e

16

10.

11.
12.

13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

1. Sedlar

Béhounek, L.: Modeling costs of program runs in fuzzified propositional dynamic
logic. In: Hakl, F. (ed.) Doktorandské dny ’08. pp. 6 — 14. ICS AS CR and Mat-
fyzpress, Prague (2008)

Degen, J., Werner, J.: Towards intuitionistic dynamic logic. Logic and Logical
Philosophy 15(4), 305-324 (2006), http://apcz.umk.pl/czasopisma/index.php/
LLP/article/view/LLP.2006.018

Dosen, K.: A brief survey of frames for the Lambek calculus. Mathematical Logic
Quarterly 38(1), 179-187 (1992). https://doi.org/10.1002/malq.19920380113,
http://dx.doi.org/10.1002/malq.19920380113

Fischer, M.J., Ladner, R.E.: Propositional dynamic logic of regular programs. Jour-
nal of Computer and System Sciences 18, 194-211 (1979)

Fuhrmann, A.: Models for relevant modal logics. Studia Logica 49(4), 501-514
(1990). |https://doi.org/10.1007/BF00370161

Galatos, N., Jipsen, P., Kowalski, T., Ono, H.: Residuated Lattices: An Algebraic
Glimpse at Substructural Logics. Elsevier (2007)

Harel, D., Kozen, D., Tiuryn, J.: Dynamic Logic. MIT Press (2000)

Hughes, J., Esterline, A., Kimiaghalam, B.: Means-end relations and a mea-
sure of efficacy. Journal of Logic, Language and Information 15(1), 83—
108 (Jul 2006). https: //doi.org/10.1007/s10849-005-9008-4, https://doi.org/10.
1007/s10849-005-9008-4

Kozen, D., Parikh, R.: An elementary proof of the completeness of PDL. Theoret-
ical Computer Science 14, 113-118 (1981)

Renardel de Lavalette, G., Kooi, B., Verbrugge, R.: Strong completeness and
limited canonicity for PDL. Journal of Logic, Language and Information 17(1),
69-87 (2008). https://doi.org/10.1007/s10849-007-9051-4, https://doi.org/10.
1007/s10849-007-9051-4

Liau, C.J.: Many-valued dynamic logic for qualitative decision theory. In: Zhong,
N., Skowron, A., Ohsuga, S. (eds.) New Directions in Rough Sets, Data Mining,
and Granular-Soft Computing. pp. 294-303. Springer Berlin Heidelberg, Berlin,
Heidelberg (1999)

Madeira, A., Neves, R., Martins, M.A.: An exercise on the gener-
ation of many-valued dynamic logics. Journal of Logical and Al-
gebraic Methods in Programming 85(5, Part 2), 1011-1037 (2016).
https://doi.org/https://doi.org/10.1016/j.jlamp.2016.03.004, http://wuw.
sciencedirect.com/science/article/pii/S52352220816300256, articles dedi-
cated to Prof. J. N. Oliveira on the occasion of his 60th birthday

Mares, E.D.: The semantic completeness of RK. Reports on Mathematical Logic
26, 3-10 (1992)

Mares, E.D., Meyer, R.K.: The semantics of R4. Journal of Philosophical Logic
22(1), 95-110 (Feb 1993). https://doi.org/10.1007/BF01049182, https://doi.
org/10.1007/BF01049182

Meyer, J.J.C.: A different approach to deontic logic: deontic logic viewed as a
variant of dynamic logic. Notre Dame Journal of Formal Logic 29(1), 109-136 (12
1987)

Moot, R., Retoré, C.: The Logic of Categorial Grammars. Springer (2012)
Nishimura, H.: Semantical analysis of constructive PDL. Publications of
the Research Institute for Mathematical Sciences 18(2), 847-858 (1982).
https://doi.org/10.2977/prims/1195183579

Paoli, F.: Substructural logics: A Primer. Kluwer, Dordrecht (2002)


http://apcz.umk.pl/czasopisma/index.php/LLP/article/view/LLP.2006.018
http://apcz.umk.pl/czasopisma/index.php/LLP/article/view/LLP.2006.018
https://doi.org/10.1002/malq.19920380113
http://dx.doi.org/10.1002/malq.19920380113
https://doi.org/10.1007/BF00370161
https://doi.org/10.1007/s10849-005-9008-4
https://doi.org/10.1007/s10849-005-9008-4
https://doi.org/10.1007/s10849-005-9008-4
https://doi.org/10.1007/s10849-007-9051-4
https://doi.org/10.1007/s10849-007-9051-4
https://doi.org/10.1007/s10849-007-9051-4
https://doi.org/https://doi.org/10.1016/j.jlamp.2016.03.004
http://www.sciencedirect.com/science/article/pii/S2352220816300256
http://www.sciencedirect.com/science/article/pii/S2352220816300256
https://doi.org/10.1007/BF01049182
https://doi.org/10.1007/BF01049182
https://doi.org/10.1007/BF01049182
https://doi.org/10.2977/prims/1195183579

23.

24.

25.
26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

Substructural PDLs 17

Parikh, R.: The completeness of propositional dynamic logic. In: Winkowski, J.
(ed.) Mathematical Foundations of Computer Science 1978. pp. 403—415. Springer
Berlin Heidelberg, Berlin, Heidelberg (1978)

Pratt, V.: Semantical considerations on Floyd-Hoare logic. In: 7th Annual Sympo-
sium on Foundations of Computer Science, pp. 109-121. IEEE Computing Society
(1976)

Restall, G.: An Introduction to Substrucutral Logics. Routledge, London (2000)
Rosenschein, S.: Plan synthesis: A logical perspective. In: Proceedings of the In-
ternational Joint Conference on Artificial Intelligence (IJCAI) (1981)

Routley, R., Meyer, R.K.: The semantics of entailment—ii. Journal of Philosophical
Logic 1(1), 53-73 (Feb 1972). https://doi.org/10.1007/BF00649991, https://doi.
org/10.1007/BF00649991

Routley, R., Meyer, R.K.: Semantics of entailment. In: Leblanc, H. (ed.) Truth
Syntax and Modality, pp. 194-243. North Holland, Amsterdam (1973)

Sedlér, I.: Propositional dynamic logic with Belnapian truth values. In: Advances
in Modal Logic. Vol. 11. College Publications, London (2016)

Sedlar, I.: Non-classical PDL on the cheap. In: Arazim, P., Lavicka, T. (eds.) The
Logica Yearbook 2016. pp. 239-256. College Publications, London (2017)

Sedlar, I.: Substructural logics with a reflexive transitive closure modality. In:
Kennedy, J., de Queiroz, R. (eds.) Logic, Language, Information, and Computa-
tion (Proceedings of WoLLIC 2017). pp. 349-357. LNCS 10388, Springer, Berlin,
Heidelberg (2017)

Sedlar, I., Puncochaf, V.: From positive PDL to its non-classical extensions. Logic
Journal of the IGPL (2019), forthcoming

Spalazzi, L., Traverso, P.: A dynamic logic for acting, sensing, and plan-
ning. Journal of Logic and Computation 10(6), 787-821 (12 2000).
https://doi.org/10.1093/logcom /10.6.787, https://dx.doi.org/10.1093/
logcom/10.6.787

Teheux, B.: Propositional dynamic logic for searching games with errors. Journal
of Applied Logic 12(4), 377-394 (2014)

Urquhart, A.: The undecidability of entailment and relevant implication. The Jour-
nal of Symbolic Logic 49(4), 1059-1073 (1984), http://www. jstor.org/stable/
2274261

Wijesekera, D., Nerode, A.: Tableaux for constructive concurrent dy-
namic logic. Annals of Pure and Applied Logic 135(1), 1 — 72 (2005).
https://doi.org/https://doi.org/10.1016/j.apal.2004.12.001, http://wuw.
sciencedirect.com/science/article/pii/S0168007204001794


https://doi.org/10.1007/BF00649991
https://doi.org/10.1007/BF00649991
https://doi.org/10.1007/BF00649991
https://doi.org/10.1093/logcom/10.6.787
https://dx.doi.org/10.1093/logcom/10.6.787
https://dx.doi.org/10.1093/logcom/10.6.787
http://www.jstor.org/stable/2274261
http://www.jstor.org/stable/2274261
https://doi.org/https://doi.org/10.1016/j.apal.2004.12.001
http://www.sciencedirect.com/science/article/pii/S0168007204001794
http://www.sciencedirect.com/science/article/pii/S0168007204001794

	Substructural propositional dynamic logics

