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GMRES, Worst-case GMRES and |Ideal GMRES

Ax =b, A € C"" is nonsingular, b € C™,

xo =0 and ||b]| =1 for simplicity .

GMRES computes zj € Ki(A,b) such that r, = b — Axy, satisfies

el = min [[p(A)D] (GMRES)
PETE
< max min ||p(A)b]| = ¢x(A)  (worst-case GMRES)
[[bll=1PE™k
< ZI)IeliIl Ilp(A)|| = vr(A) (ideal GMRES)
Tk
< 1.



< e i y A. b < i A.
el < max min [lp(A)b] < min [[p(A)]
~————

Vie(A) Pr(A)

o Relationship between ideal and worst case GMRES?
@ Characterization of solutions? Understanding?
@ Existence and uniqueness of the solution?

@ How to approximate ideal /worst-case quantities?
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Normal matrices

A=QAQ", QQ=I.

@ [Greenbaum, Gurvits '94; Joubert '94] showed:

s ain lp(A)b]l = min [[p(A)l]

@ Which (known) approximation problem is solved?

min [p(A)|| = min |Qp(A)Q*|| = min max [p(\;)].
pemy, pEy, PETL  Ai

@ |s the solution unique? Yes

@ How to approximate ideal /worst-case quantities?
[Greenbaum '79; Liesen, T. '04]
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Nonnormal matrices — Toh's example

lrk]l < max min [[p(A)b|| < min [[p(A)]|

[[b]|=1PETE PETL
—_———
L’k(A) S‘Qk(A)

Consider the 4 by 4 matrix

Then, for k=3,
e—0 , 4
0 +— wk,(A) < L,Dk(A) = g i

[Toh '97; another example in Faber, Joubert, Knill, Manteuffel '96]



© Ideal GMRES



Uniqueness

Let A be a nonsingular matrix. Then the kth ideal GMRES
polynomial p, € m; that solves the problem

min |[p(A) |

PETL

is unique. [Greenbaum, Trefethen '94]



Uniqueness

Let A be a nonsingular matrix. Then the kth ideal GMRES
polynomial p, € m; that solves the problem

min |[p(A) |

PETL

is unique. [Greenbaum, Trefethen '94]

Generalization to

min || f(A) — p(A) |

PEPm

can be found in [Liesen, T. '09].
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Matrix approximation problems in spectral norm

and characterization of Ideal GMRES

Ideal GMRES is a special case of the problem
min | B-M| =|B—A,]|
MeA
A, is called a spectral approximation of B from the subspace A.

In our case,

k
min ||p(A)]| = ;né% I- ZajAj )
7 ]:l

pETY,

ie. B=1, A =span{A,... A}

General characterization by [Lau and Riha, 1981] and [Zietak, 1993, 1996]
— based on the Singer's theorem [Singer, 1970].



Singer’s theorem

Theorem [Singer, 1970]
Let (V,|| - ||) be a normed vector space, X C V a k-dimensional
linear subspace of V, and y € V\X. x, € X is a best
approximation of y iff there exists ¢ extremal points fy,..., fy
of O, where 1 < ¢ < k + 1 if the scalars are real and £ numbers
Wi, ... ,wp >0, with wy + -+ +wp =1, such that
’
Swifil) = 0, Vzek,
i=1
fily—xe) = |ly— ], 1=1,...,¢0.

Specialized for matrices by [Lau and Riha, 1981].

10



Characterization of Ideal GMRES

by Faber, Joubert, Knill, Manteuffel '96

Given a polynomial ¢ € m; and A, define the set
w*q(A)*Aw
Qr(q) = : s w e X(q(A)), [Jw] =1

w* q(A)*A/‘"w

where YX(B) is the span of maximal right singular vectors of B.
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Characterization of Ideal GMRES

by Faber, Joubert, Knill, Manteuffel '96

Given a polynomial ¢ € m; and A, define the set

w* q(A)*Aw
ulg) = : we S(g(A)), =1

w* q(A)*AFw

where YX(B) is the span of maximal right singular vectors of B.

Theorem [Faber, Joubert, Knill, Manteuffel '96]

h € 7y is the kth ideal GMRES pol. of A <= 0 € cvx(Q(h)).

This characterization was derived without using Singer’s theorem.

11



© Worst-case GMRES
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Worst-case GMRES

For a given k, there exists a right hand side b such that
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Worst-case GMRES

For a given k, there exists a right hand side b such that

II = min [[p(A)b] = max min [[p(A)
7l min [lp(A)b]] = max min [p(A)v]
Theorem [Zavorin '02; Faber, T., Liesen '12]

Let A € C™ " be a nonsingular matrix. Then GMRES achieves
the same worst-case behavior for A and A* at every iteration.

@ [Zavorin '02] — only for diagonalizable matrices.

@ [Faber, T., Liesen '12] — for all nonsingular matrices.
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Cross equality for worst-case GMRES vectors

Given: A € C™*"™, k, a worst-case starting vector b

GMRES(A,b)

= Tk
b ‘ Tk W=
w — Sk

GMRES(A*,w)
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Cross equality for worst-case GMRES vectors

Given: A € C™*"™, k, a worst-case starting vector b

GMRES(A,b)

= Tk
b ‘ Tk W=
w — Sk

GMRES(A*,w)

It holds that

S
lsell = llrell = Yw(A), b= —.
IEA

[Zavorin '02; Faber, T., Liesen '12]

14



A new characterization of worst-case GMRES

Let A € R™ ™ be given. For v € R™ and ¢ € R¥ define

|v— K(v)cl|?
F(c,v) = ——————,
[v]?
where K (v) = [Av, A%v,..., AFv]. We want to characterize the
solution of the problem
max min F(c,v). (1)

vER™\0 ceRk
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A new characterization of worst-case GMRES

Let A € R™ ™ be given. For v € R™ and ¢ € R¥ define

v —=K(v)e 1?

Fl(c =
where K (v) = [Av, A%v,..., AFv]. We want to characterize the
solution of the problem
max min F C,U). ].
vER™\0 ceRk ( : ) ( )
Theorem [Faber, T., Liesen '12]

¢ € R¥ and & € R that solve the problem (1) satisfy

OF _ oF _
%(07’0) - 07 W(Cav) - 07

i.e., (¢,0) is a stationary point of the function F(c,v).

15



Consequences of the new characterization

Let b, ||b]] = 1, be a worst-case starting vector and

i = pr(A)b, 7kl = Yr(A)

the corresponding GMRES residual vector.
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Consequences of the new characterization

Let b, ||b]] = 1, be a worst-case starting vector and
re =pe(A)D,  [Irll = vr(A)
the corresponding GMRES residual vector. Then

Theorem [Faber, T., Liesen '12]

@ b is a right singular vector of pi(A), i.e.
Ur(A)b = pr(AT)pe(A)D.

® py is also a worst-case GMRES polynomial for AT

16



Worst-case GMRES polynomials need not be unique

Theorem [Faber, T., Liesen '12]

A worst-case GMRES polynomial for the Toh matrix

and the step k = 3 is not unique.
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Worst-case GMRES polynomials need not be unique

Theorem [Faber, T., Liesen '12]

A worst-case GMRES polynomial for the Toh matrix

and the step k = 3 is not unique.

Example: If € = 0.1, then both
—39.971(z — 1.181)(2 4 0.939)(z + 35.96)

and
39.97 (2 4 1.181)(z — 0.939)(z — 35.96)

are worst-case GMRES polynomials of A.
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Ideal versus worst-case GMRES

< 3 in || < i
el < max min [lp(A)] < min [[p(A)]
~————
1/)]{3(A) @I\(A)
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el < max min [lp(A)] < min [[p(A)]
~————
1/)]{,,(A) @I\(A)

® ;(A) = @i (A) iff a worst-case starting vector b is a
maximal right singular vector of p;(A).

@ If Qp(ps) is convex then 1 (A) = pr(A).
[Faber, Joubert, Knill, Manteuffel '96]
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Ideal versus worst-case GMRES

Il < A min Ip(A)b]l < min [[p(A)]|
~————
Vie(A) or(A)

® ;(A) = @i (A) iff a worst-case starting vector b is a
maximal right singular vector of p;(A).

@ If Qp(ps) is convex then 1 (A) = pr(A).
[Faber, Joubert, Knill, Manteuffel '96]

o y(A) = pp(A) iff

max min F'(c,v) = min max F(c,v).
vER™\0 ceRF ceRk veR™\0

Existence of a saddle point of F(c,v)? [Faber, T., Liesen '12]
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Summary on worst-case GMRES

© Worst-case starting vectors satisfy the cross equality.
© Worst-case GMRES polynomials need not be unique.

© Worst-case GMRES data (¢, 0) are stationary points
of the function F'(c,v).

© Worst-case starting vector b is a right singular vector of
the corresponding GMRES matrix pg(A).

@ Ui(A) = wi(A) iff
b is a maximal right singular vector of pi(A).

Q ¢i(A) = ¢i(A) iff F(c,v) has a saddle point.
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Thank you for your attention!
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