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arbitrary ~A 2 [A] and ~b 2 [b]. The set of all these solutions is called solution set (cf.,e.g., [4], [9], [13] { [18]). We denote it by S. For a linear system with real data it isknown that { from a theoretical point of view { the Gaussian algorithm is applicablewithout interchanging rows and columns if and only if all leading principal submatricesas de�ned in Section 2 are nonsingular. For the interval Gaussian algorithm such anecessary and su�cient condition is still missing. There are various su�cient conditionsand also necessary and su�cient ones if one restricts the class of admissible matrices {cf. [2], [11] or [13] for an overview on such criteria known up to 1991, and [6], [7], [12] forsome newer ones. In the present paper we derive necessary and su�cient conditions forthe interval Gaussian algorithm to be applicable when the underlying interval matrix[A] has the form [A] = I + [�R;R] ; (1)where I is the identity matrix. If one of these conditions holds we compare [x]G withthe interval hull [x]S of the solution set S, i.e., the tightest interval enclosure of S. Weshow that the last components of these two vectors always coincide while the otherones generally do not. We state a necessary and su�cient condition for this situation.At the end of our paper we show a way how to generalize our results onto matrices ofthe form [A] := D + [�R;R] where D is an arbitrary real regular diagonal matrix.Matrices of the form (1) occur, e.g., when a general system is preconditioned by themidpoint inverse of the coe�cient matrix. Note that in this case S refers to thepreconditioned system and in general does not coincide with the solution set of theinitial unpreconditioned one. In fact, S encloses the original solution set.In Section 2 we start with some notations and with formulae for the interval Gaussianalgorithm which we wrote down mainly for notational reasons. In Section 3 we presentour results.2 PreliminariesBy Rn;Rn�n; IR; IRn; IRn�n we denote the set of real vectors with n components,the set of real n � n matrices, the set of intervals, the set of interval vectors withn components and the set of n � n interval matrices, respectively. By interval wealways mean a real compact interval. We write interval quantities in brackets with theexception of point quantities (i.e., degenerate interval quantities) which we identify withthe element which they contain. Examples are the null matrixO and the identity matrixI. We use the notation [A] = [A;A] = ([a]ij) = ([aij; aij]) 2 IRn�n simultaneouslywithout further reference, and we proceed similarly for the elements of Rn;Rn�n; IRand IRn. We equip the interval spaces with the usual interval arithmetic which thereader can �nd, e.g., in [2] or [13]. We assume that the reader is familiar with thisarithmetic. We only recall the formula r([a] + [b]) = r[a] + r[b] where r 2 R; [a]; [b] 2IR. It is well{known that this formula does not hold, in general, if r 2 R is replacedby [r] 2 IR.By A � 0 we denote a non{negative n� n matrix, i.e., aij � 0 for i; j = 1; : : : ; n. Wecall x 2 Rn positive and write x > 0 if xi > 0 for all i = 1; : : : ; n.2



We also mention the standard notation from interval analysis ([2], [13])�a := mid([a]) := a+ a2 (midpoint)rad([a]) := a� a2 (radius)j[a]j := maxfj~aj j ~a 2 [a]g = maxfjaj; jajg (absolute value)h[a]i := minfj~aj j ~a 2 [a]g = ( minfjaj; jajg if 0 62 [a]0 otherwise (minimal absolute value)q([a]; [b]) := maxf ja� bj; ja� bj g (Hausdor� distance)for intervals [a]; [b]. For [A] 2 IRn�n we obtain �A = mid([A]); rad([A]); j[A]j 2 Rn�nby applying mid( � ); rad( � ) and j � j entrywise, and we de�ne the comparison matrixh[A]i = (cij) 2 IRn�n by settingcij := ( �j[a]ijj if i 6= jh[aii]i if i = j :Since real quantities can be viewed as degenerate interval ones, j � j and h � i can alsobe used for them.As in [13] we call [A] 2 IRn�n regular if [A] contains only nonsingular n� n matrices,and strongly regular if its midpoint matrix �A is regular together with �A�1[A]. It is easyto prove that every strongly regular interval matrix is regular.We call [a] 2 IR symmetric (with respect to zero) if [a] = �[a], i.e., if [a] = [�j[a]j; j[a]j],and we denote by IRsym the set of all symmetric intervals. The following lemma sumsup some known properties of IRsym.Lemma 1 (Cf., e.g., [13])Let [a]; [b]; [c]; [g] 2 IR.a) [a] 2 IRsym if and only if �a = 0 .b) For [a]; [b]; [c] 2 IRsym and 0 62 [g] we get[a] + [b] = [a]� [b] = [�(j[a]j+ j[b]j); j[a]j+ j[b]j];[a] � [b] = [�j[a]j � j[b]j; j[a]j � j[b]j];[a]=[g] = [�j[a]j=h[g]i; j[a]j=h[g]i];[g] � [a] = j[g]j � [a];[g] � ([a] + [b]) = [g] � [a] + [g] � [b] :c) For [a] 2 IRsym we getmid([g] + [a]) = mid([g]� [a]) = �g :
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This means, in particular, that IRsym is closed under the arithmetic operations +;�; �and that the distributive law holds in IRsym. It is easily seen that many of the proper-ties in Lemma 1 transfer directly to vectors and matrices with symmetric entries. Thus[A]; [G] 2 IRn�n with [A] = �[A] implies [G][A] = j[G]j[A] and mid([G] + [A]) = �G.As in [21], pp. 19 { 20, we introduce the concept of a directed graph G(A) := (XA;EA)associated with a matrix A 2 Rn�n. This graph consists of the set XA := f i j i =1; : : : ; n g of nodes i and of the set EA := f (i; j) j aij 6= 0 g of edges (i; j) which areordered pairs of nodes. A sequence of edges is called a path of length r if it has theform f(il; il+1)gr�1l=0 . We will write i0 ! i1 ! � � � ! ir�1 ! ir for this path. If there isa path i =: i0 ! i1 ! � � � ! ir := j we say i is connected to j. If in G(A) any nodei can be connected to any node j then A is de�ned to be irreducible; otherwise it iscalled reducible. It is well{known (cf. [21], e.g.) that in the case n > 1 reducibility isequivalent to �nding a permutation matrix P such thatPAP T =  A11 OA21 A22 ! ;where A11; A22 are square submatrices. Investigating the reducibility for these subma-trices �nally yields the so{called reducible normal form (cf. [21], p. 46)PAP T = 0BBBB@ A11 OA21 A22... ... . . .As1 As2 : : : Ass 1CCCCA ; (2)where each diagonal submatrix Aii is either square and irreducible, or a 1 � 1 nullmatrix.We term A 2 Rn�n an M{matrix if aij � 0 for i 6= j and if A is regular with A�1 � 0.An interval matrix [A] 2 IRn�n is an M{matrix if it contains only M{matrices aselements. It is called an H{matrix if h[A]i is an M{matrix.For A = (aij) 2 Rn�n the k{th leading principal submatrix Ak is de�ned byAk := 0BB@ a11 : : : a1k... ...ak1 : : : akk 1CCA 2 Rk�k;the spectral radius �(A) is given by �(A) := max f j�j j � eigenvalue of A g and the rowsum norm kAk1 is de�ned by kAk1 := max1�i�n Pnj=1 jaijj.For a given interval matrix [A] 2 IRn�n and a given interval vector [b] 2 IRn theinterval Gaussian algorithm as described in [2] reads as follows:First, we compute, consequently, [A](k) 2 IRn�n and [b](k) 2 IRn; k = 1; : : : ; n, byusing the formulae [A](1) := [A]; [b](1) := [b];[a](k+1)ij := 8>>>>><>>>>>: [a](k)ij i = 1; : : : ; k; j = 1; : : : ; n;[a](k)ij � [a](k)ik � [a](k)kj[a](k)kk i = k + 1; : : : ; n; j = k + 1; : : : ; n;0 for all other pairs (i; j);4



[b](k+1)i := 8>><>>: [b](k)i i = 1; : : : ; k;[b](k)i � [a](k)ik[a](k)kk � [b](k)k i = k + 1; : : : ; n; k = 1; : : : ; n� 1 :When we know [A](n); [b](n), we compute, consequently, the components [x]Gi ; i =n; n� 1; : : : ; 1, of the interval vector [x]G = IGA([A]; [b]) by using the formulae[x]Gn := [b](n)n =[a](n)nn ;[x]Gi := 0@ [b](n)i � nXj=i+1[a](n)ij [x]Gj 1A =[a](n)ii ; i = n� 1; n� 2; : : : ; 1:Note that [x]G is de�ned without permuting rows or columns. The construction of[x]G = IGA([A]; [b]) is called the interval Gaussian algorithm or, shortly, IGA. It isapplicable (for [A] 2 IRn�n and for any [b] 2 IRn) if and only if 0 62 [a](k)kk ; k =1; : : : ; n, which, by the de�nition of the matrices A(k), is equivalent to 0 62 [a](n)kk ; k =1; : : : ; n. It is easy to see that the IGA reduces to the ordinary Gaussian algorithm if [A]and [b] are point quantities. As usual, we speak of the IGA with partial pivoting if eitherfor k = 1; : : : ; n� 1 two of the rows k; k+ 1; : : : ; n are interchanged in [A](k) such thatj[a](k)kk j = maxf j[a](k)ik j j k � i � n; 0 62 [a](k)ik g or for k = 1; : : : ; n� 1 the correspondingcolumns are permuted such that j[a](k)kk j = maxf j[a](k)kj j j k � j � n; 0 62 [a](k)kj g.In Section 3 we will apply the IGA also to the preconditioned interval matrix �A�1[A]and to the corresponding right{hand side �A�1[b] instead of [A] and [b], respectively;i.e., we will compute [x]Gprec := IGA( �A�1[A]; �A�1[b]). We will call the construction of[x]Gprec preconditioned interval Gaussian algorithm or, shortly, PIGA. Analogously, wede�ne PIGA with partial pivoting.3 ResultsWe start this section with the announced necessary and su�cient conditions for theapplicability of the IGA for matrices of the form (1).Theorem 1Let [A] := I + [�R;R] 2 IRn�n; [b] 2 IRn. Then the following conditions areequivalent.a) IGA is applicable, i.e., [x]G = IGA([A]; [b]) exists,b) IGA with partial pivoting is applicable,c) I �R is an M{matrix,d) �(R) < 1, 5



e) [A] is regular,f) [A] is strongly regular,g) [A] is an H{matrix.ProofBy Proposition 4.1.1 in [13], d), e), f) and g) are equivalent.c) () d) follows from Proposition 3.6.3 (iii) in [13].a) =) e) is easy to see since none of the diagonal entries [a](n)kk = [a](k)kk contains zero.Therefore, the Gaussian algorithm is applicable for any ~A 2 [A] which means that ~Ais nonsingular. Hence [A] is regular.g) =) a) is a result of Alefeld stated in [1]; cf. also Theorem 4.5.7 in [13].a) =) b)Start the IGA with [A](1) := [A]. Then mid([A](1)) = I, and an inductive argumentbased on Lemma 1 yields mid([A](k)) = I; k = 1; : : : ; n, i.e., 0 2 [a](k)ij for i 6= j. Thisshows that partial pivoting necessarily results in the original IGA.b) =) e)Let P be the permutation matrix which describes column pivoting. Then, by assump-tion, IGA is applicable for P [A], hence this matrix is regular. But then [A] is regular,too. The proof performs analogously for row pivoting.
For the important case of the preconditioned IGA we will restate Theorem 1 as thesubsequent corollary. To this end we mention the representation�A�1[A] = �A�1( �A+ [�rad([A]); rad([A])]) = I + [�j �A�1jrad([A]); j �A�1jrad([A])] :Corollary 1Let [A] 2 IRn�n; [b] 2 IRn and let �A�1 exist. Then the following conditions areequivalent.a) PIGA is applicable, i.e., [x]Gprec = IGA( �A�1[A]; �A�1[b]) exists,b) PIGA with partial pivoting is applicable,c) I � j �A�1jrad([A]) is an M{matrix,d) �(j �A�1jrad([A])) < 1,e) �A�1[A] is regular,f) [A] is strongly regular, 6



g) �A�1[A] is an H{matrix.Here we have slightly modi�ed condition f) of Theorem 1 by applying e) and thede�nition of strong regularity. Note that a similar condition as in Corollary 1 d) wasstated in [13], p. 166, using the so{called Gauss inverse. This condition is su�cient,but not necessary for the applicability of the PIGA.In order to prove parts of our subsequent theorems we need some auxiliary resultswhich we summarize in Lemma 2.Lemma 2Let C := I � R 2 Rn�n; R � 0; �(R) < 1, and let M := C�1. Then the followingassertions hold.a) The Gaussian algorithm is applicable for C; all matrices C(k); k = 1; : : : ; n, areM{matrices.b) For arbitrary i; j 2 f1; : : : ; ng we have mij 6= 0 if and only if i is connected to jin the graph G(C).c) Let C = LU; L lower triangular with ones in the diagonal, U upper triangular.Then U = C(n), and c(k)ij 6= 0 for i 6= j and k � m := minfi; jg if and only ifi is connected to j in the graph G(C) such that all intermediate nodes is in thecorresponding path satisfy is < minfi; j; kg.In particular, lij 6= 0 for i > j if and only if i is connected to j in G(C) suchthat all intermediate nodes is in the corresponding path satisfy is < j.Proofa) The �rst part of the assertion follows from Theorem 1; in particular, C is anM{matrix. As in the proof of Theorem 3 in [2], pp. 186 f, or with Lemma 4.5.6in [13] one can see that C(k); k = 1; : : : ; n, are M{matrices, too.b) >From M = (I �R)�1 = 1Xp=0Rpand from the nonnegativity of R we get mii � 1. Since C is an M{matrix it alsohas positive diagonal entries. Therefore, the assertion is true for i = j. Assumenow i 6= j. Then mij 6= 0 if and only if (Rp)ij > 0 for at least one p 2 N . Forp > 1 this holds if and only if in the representation(Rp)ij = nXi1=1 nXi2=1 : : : nXip�1=1 ri;i1 � ri1;i2 � : : : � rip�1;jat least one summand di�ers from zero. The corresponding indices determine thepath required in the assertion, and vice versa. For p = 1 the path is i! j.7



c) The equality U = C(n) can be found, e.g., in [8], x 3.2.5 .=) :Let c(k)ij 6= 0 hold with k � m. Then in G(C(k)) there exists the path i ! j. Ifm = 1, this implies the assertion. If m > 1, we see from the formulac(k)ij = c(k�1)ij � c(k�1)i;k�1 c(k�1)k�1;jc(k�1)k�1;k�1 (3)and from the signs of the entries of the M{matrix C(k�1) that c(k)ij 6= 0 if andonly if c(k�1)ij 6= 0 or both c(k�1)i;k�1 ; c(k�1)k�1;j 6= 0. Therefore, in G(C(k�1)) we obtainthe path i! j or i! (k� 1)! j. Repeat the arguments while the upper indexgoes down to 1. This yields the path in G(C(1)) = G(C) as it was asserted.(= :Let the path of the assertion exist. Without loss of generality assume that itcontains none of the nodes twice. (Otherwise cut o� the piece between the twoequal nodes including one of them.) We proceed by induction on the length p ofthe path. If p = 1 then the path reads i ! j, hence cij = c(1)ij 6= 0. Using thearguments following (3) we obtain c(k)ij 6= 0 for all k � m. Assume now that theassertion is true for all pairs of indices for which the corresponding path in G(C)has a length which is less than or equal to some p. Let i; j be connected by apath of length p+ 1 and let is be the largest node among all intermediate nodesof this path. Then by the hypothesis of the induction c(is)i;is 6= 0 and c(is)is;j 6= 0whence c(is+1)ij 6= 0 by (3). As above we get c(k)ij 6= 0 for all k with is+1 � k � m.The assertion for lij follows immediately, since lij = c(j)ijc(j)jj 6= 0 if and only if c(j)ij 6= 0.
Our next lemma provides explicit formulae for the quantities arising in the IGA. Tothis end we will de�ne a diagonal matrix D = diag(d1; : : : ; dn) with jDj = I such thatj�bj = D�b whence max(di[b]i + [a]) = jdi[b]i + [a]j = j[b]ij+ j[a]jfor any symmetric interval [a].Lemma 3Let the IGA be applicable for [A] = I + [�R;R] 2 IRn�n and [b] 2 IRn, and apply italso to the real matrix C := I � R and the right{hand side w := j�bj + rad([b]). De�nethe diagonal matrix D = diag(d1; : : : ; dn) 2 Rn�n bydi := ( 1 if �bi � 0 ;�1 if �bi < 0 :8



Then the quantities of the IGA can be represented as follows:[A](k) = [C(k); 2I � C(k)] = I + [�(I � C(k)); I � C(k)] (4)h[A](k)i = C(k) (5)[b](k) = D[2j�bj � w(k); w(k)] = D �j�bj+ [�(w(k) � j�bj); w(k) � j�bj]�= �b + [�(w(k) � j�bj); w(k) � j�bj] (6)max(D[b](k)) = j[b](k)j = w(k) � 0 (7)max(D[x]G) = j[x]Gj = C�1w =: x� � 0 (8)ProofLemma 2 guarantees that C(k); k = 1; : : : ; n, are M{matrices. By inspecting theformulae for the IGA one easily sees that all the vectors w(k) are nonnegative.We �rst prove (4) and (5). For k = 1 these formulae are trivial. Let them hold forsome k < n and choose i; j > k. Then A(k) = C(k) and h[A](k)i = C(k) by assumption,and a(k+1)ij = a(k)ij �max0@ [a](k)ik [a](k)kj[a](k)kk 1A = c(k)ij � j[a](k)ik jj[a](k)kj jh[a](k)kk i= c(k)ij � c(k)ik c(k)kjc(k)kk = c(k+1)ij :Hence A(k+1) = C(k+1). Since �A(k) = I the same holds for [A](k+1) as can be seen fromLemma 1 . Therefore, rad([A](k+1)) = I � C(k+1) which yields (4) for k + 1. From[a](k+1)ij = [c(k+1)ij ;�c(k+1)ij ] for i 6= j, and from h[a](k+1)ii i = c(k+1)ii we get (5).We now prove (6) and (7) which certainly are trivial if k = 1. Let them hold for somek < n. Then max(D[b](k)) = w(k) = jD[b](k)j = j[b](k)j by assumption and by jDj = I .This impliesmax(di[b](k+1)i ) = max(di[b](k)i )�min0@di [a](k)ik[a](k)kk [b](k)k 1A = w(k)i �min0@ [a](k)ikh[a](k)kk ij[b](k)k j1A= w(k)i �min0@ [a](k)ikh[a](k)kk iw(k)k 1A = w(k)i + j[a](k)ik jh[a](k)kk iw(k)k= w(k)i � c(k)ikc(k)kk w(k)k = w(k+1)i ;where we exploited the symmetry of [a](k)ik and (4). With Lemma 1 one sees thatmid(di[b](k+1)i ) = mid(di[b](k)i ) = j�bij whence rad([b](k+1)i ) = rad(di[b](k+1)i ) = w(k+1)i �j�bij. This yields (6) and (7) for k + 1.Now we address ourselves to (8). For k = n we getmax(dn[x]Gn ) = jdn[b](n)n j=h[a](n)nn i = j[b](n)n j=h[a](n)nn i9



which equals j[x]Gn j as well as w(n)n =c(n)nn = x�n. Here we used (5) and (7). Assume nowthat max(dj[x]Gj ) = j[x]Gj j = x�j holds for j = n; n� 1; : : : ; i+ 1. Thenmax(di[x]Gi ) = max0@0@di[b](n)i � nXj=i+1 di[a](n)ij [x]Gj 1A =[a](n)ii 1A= max0@0@di[b](n)i � nXj=i+1[a](n)ij j[x]Gj j1A =[a](n)ii 1A= 0@jdi[b](n)i j+ nXj=i+1 j[a](n)ij jj[x]Gj j1A =h[a](n)ii i= 0@w(n)i � nXj=i+1 c(n)ij x�j1A =c(n)ii = x�i ;where we exploited the symmetry of [a](n)ij . Note that the next to the last formulaequals jdi[x]Gi j = j[x]Gi j.
Based on Lemma 3 the question arises quite naturally whether [x]G also has a simplerepresentation. The answer is contained in our next theorem which shows that for thispurpose it is su�cient to solve the single real system Cx = w by means of the Gaussianalgorithm.Theorem 2Let the IGA be applicable for [A] := I + [�R;R] 2 IRn�n and [b] 2 IRn, and letC := I � R; w := j�bj + rad([b]); x� := C�1w. With C(n) from the IGA de�ne fi :=1=c(n)ii ; i = 1; : : : ; n. Then for each i 2 f1; : : : ; ng we havexGi = minfxi~ ; �ixi~ g; xGi = maxf~xi; �i~xig; (9)where xi~ := �x�i + fi(�b+ j�bj)i; ~xi := x�i + fi(�b� j�bj)i; (10)and �i := 12fi � 1 2 (0; 1] :Proof>From (4) we get c(n)ii � 2� c(n)ii . Hence c(n)ii � 1; 2fi � 1 � 1 > 0 and 0 < �i � 1.Let [z]i := [b](n)i � nXj=i+1[a](n)ij [x]Gj :10



With Lemma 3 we obtain[z]i = [b](n)i � nXj=i+1[a](n)ij j[x]Gj j = [b](n)i � nXj=i+1[a](n)ij x�jandzi = b(n)i � nXj=i+1 c(n)ij x�j = �bi � j�bij+ w(n)i � nXj=i+1 c(n)ij x�j = �bi � j�bij+ c(n)ii x�i = c(n)ii ~xi :In particular, sign(zi) = sign(~xi).If zi � 0 then ~xi � 0 andxGi = zia(n)ii = zic(n)ii = fi(�bi � j�bij) + x�i = ~xi � �i~xi :If zi < 0 then ~xi < 0 and by (4) we getxGi = zia(n)ii = zi2� c(n)ii = �i zic(n)ii = �i~xi � ~xi :This proves the second equality in (9).In order to prove the �rst one we replace [b] by �[b]. Then [y]G := IGA([A];�[b]) =�IGA([A]; [b]) = �[x]G. Applying the second equality of (9) to yGi yields xGi = �yGi =�maxf~yi; �i~yig = minf�~yi;��i~yig with ~yi := x�i + fi(��bi � j�bij) = �xi~ .
In combination with Lemma 3 Theorem 2 shows that for matrices of the form (1) andarbitrary right{hand sides [b] IGA and PIGA can be performed without using intervalarithmetic.In addition, this theorem exhibits a remarkable analogy to the following theorem ofHansen and Rohn.Theorem 3 ([9], [18])Let [A] := I + [�R;R] 2 IRn�n; [b] 2 IRn; �(R) < 1; M := (I � R)�1. Denote by[x]S the interval hull of the solution set S := fx j 9 ~A 2 [A]; ~b 2 [b] : ~Ax = ~b g : Thenfor each i 2 f1; : : : ; ng we havexSi := minfxSi~ ; �ixSi~ g; xSi := maxf~xSi ; �i~xSi g; (11)wherexSi~ := �x�i +mii(�b+ j�bj)i; ~xSi := x�i +mii(�b�j�bj)i; x�i := �M(j�bj+ rad([b])) �i (12)and �i := 12mii � 1 2 (0; 1] :11



Note that x� is the same vector in both theorems since M = C�1. By these theoremsit is easily seen that fi = mii implies [x]Gi = [x]Si . The following result is essentiallybased on this fact. It shows that at least one bound of each component [x]Gi coincideswith the corresponding bound of [x]Si .Theorem 4The assumptions of Theorem 2 imply[x]Gn = [x]Sn : (13)Moreover, for any i 2 f1; : : : ; ng we getxGi = xSi = x�i if �bi � 0; and xGi = xSi = �x�i if �bi � 0 :In particular, with x� from Theorem 2 the equality [x]Gi = [x]Si = [�x�i ; x�i ] holds if�bi = 0.ProofWith the notation of the two preceding theorems the last column of M can be writtenas y := C�1e(n) where e(n) denotes the nth column of I. By Cramer's rule yn =det(C 0)= det(C) with C 0 being the (n� 1)� (n� 1) leading principal submatrix of C.Since det(C) = c(n)11 � c(n)22 � : : : � c(n)nn = det(C 0) � c(n)nn one gets fnn = mnn. Therefore, (13)holds. The remaining part of the theorem follows directly from the Theorems 2 and3 with ~xSi = x�i = ~xi � 0 if �bi � 0 and xSi~ = �x�i = xi~ � 0 if �bi � 0 which impliesxGi = xSi = x�i if �bi � 0 and xGi = xSi = �x�i if �bi � 0.
A. Neumaier [15] remarked that the 'Moreover'{part of the preceding theorem can alsobe proved using the Theorems 4.4.8, 4.4.10 and 4.5.11 in [13] if one applies the �rstof these theorems to the M{matrix A = C and if one takes into account the inclusionIGA(A; [b]) � IGA([A]; [b]) and AF [b] � [A]F [b]. Here, [A]F [b] denotes the limit of theJacobi iteration for [A] and [b]. We leave the details to the reader.By Theorem 4 it is easily seen that[x]Si = �IGA(P [A]P T ; P [b])�n = �P T IGA(P [A]P T ; P [b])�iif P is a permutation matrix which e�ects an exchange of the rows/columns i andn. Note that the assumptions of the Theorems 1 { 4 remain true when rows andcorresponding columns are permuted.Unfortunately, mii = fi; i = 1; : : : ; n� 1, does not hold, in general. Hence [x]G 6= [x]S,i.e., the enclosure of S by [x]G is not optimal. This is even true in the 2� 2 case and,therefore, for tridiagonal matrices, as the following example shows.12



Example 1Let [A] :=  1 [�1; 1][�12 ; 12 ] 1 ! ; [b] :=  �11 ! = �b :Then C =  1 �1�12 1 ! C(n) =  1 �10 12 !M = C�1 =  2 21 2 ! x� =M j�bj =  43 ![x]G =  [�4; 2][13 ; 3] ! 6= [x]S =  [�4; 0][13 ; 3] ! :With P :=  0 11 0 ! we getP T IGA �P [A]P T ; P [b]� =  [�4; 0][�1; 3] ! ;where the �rst component is now optimal.
Our next theorem completes Theorem 4 . Reformulating it appropriately it �ts intothe class of optimality results for the interval hull of the solution set S given in [3], [4],[9], [10], [16] and [18].Theorem 5The assumptions of Theorem 2 imply [x]Gi 6= [x]Si (14)if and only if the following two properties (i), (ii) or, equivalently (i), (iii) hold:(i) �bi 6= 0;(ii) using the matrices L from the LU decomposition of C and M := (I �R)�1 thereis an index k > i such that mik 6= 0 and lki 6= 0;(iii) there is an index k > i such that the node i is connected to k in the graphG(C), and, vice versa, the node k is connected to i, where in this latter case theintermediate nodes ij of the path have to satisfy ij < i.ProofWe use again the notations from the Theorems 2 and 3 . By these theorems theinequality (14) is equivalent to (i) and mii 6= fi. In order to derive an equivalent13



condition for mii � fi = (M � (C(n))�1)ii 6= 0 let C = LU = LC(n) be the LUdecomposition of C. Then (C(n))�1 = C�1L = ML impliesM � (C(n))�1 = M(I � L) � 0 : (15)Hence (M � (C(n))�1)ii 6= 0 if and only if there is an index k > i such that mik 6= 0and lki 6= 0. Here, we exploited M � 0; I � L � 0; k > i is required since I � L isa strictly lower triangular matrix. This proves the equivalence of (14) with (i), (ii).Since by Lemma 2 (ii) is equivalent to (iii) Theorem 5 is proved.
Note that property (ii) can certainly never be ful�lled if i = n. This con�rms (13).Example 1 can be used to illustrate the preceding theorem. For i = 1 the paths in (iii)necessarily are 1! 2 and 2! 1, where no intermediate nodes occur.Theorem 5 shows that [x]S = [x]G is true for 2� 2 matrices of the form (1) if and onlyif �b1 = 0 or [a]12 = 0 or [a]21 = 0. This is equivalent to `�b1 = 0 or C is reducible'.In particular, if �b1 6= 0 and if C is irreducible then [x]G1 6= [x]S1 holds. This can begeneralized to n� n matrices of the form (1).Corollary 2Let the assumptions of Theorem 2 hold with n > 1, and let C be irreducible. Then foran arbitrary i < n [x]Gi = [x]Si if and only if �bi = 0 : (16)ProofSince C is irreducible and i < n there are two paths in the graph G(C) which connect ito i+1 and i+1 to i, respectively. Concatenate these paths to end up with i! : : :!i+1! : : :! i . Trace back this path starting with the right node i until you �nd the�rst node, say i0, which is larger than i. (At latest, i+ 1 is such a node.) Then (iii) ofTheorem 5 is ful�lled with k = i0, i.e., (iii) always holds if C is irreducible. Thus (14)is equivalent to (i) which proves (16).
Corollary 2 shows that for matrices of the form (1) the IGA often overestimates theinterval hull of S, a phenomenon which is well{known in the literature. (Cf. [13], p.160 �, [14] or [20], e.g.)For reducible matrices the following corollary clari�es the situation. It generalizes (13).Corollary 3a) Let the assumptions of Theorem 2 hold with n > 1, and let P be the permutationmatrix such that Ĉ = (Ĉij) := PCP T is the reducible normal form of C where Ĉijdenote the submatrices of Ĉ according to (2). Let � be the permutation associatedwith P and let ik be the largest row number in C such that �(ik) belongs to therow numbers of Ĉkk (in Ĉ). Then [x]Gik = [x]Sik .14



b) Let [A] be a triangular matrix of the form (1) with 0 62 [a]ii; i = 1; : : : ; n. Thenthe IGA is applicable and [x]G = [x]S.Proofa) If [x]Gik 6= [x]Sik then according to Theorem 5 there is a node s > ik such that ikis connected to s and vice versa. Hence �(s) belongs to the row numbers of Ĉkk(in Ĉ) which implies the contradiction s � ik.b) The applicability of the IGA follows from Theorem 1 d) since R is triangular andrii < 1 for each i due to 0 62 [a]ii. Since C is already in reducible normal form(eventually after re
ection on the counterdiagonal) and since the correspondingdiagonal submatrices are 1� 1, the assertion follows directly from a).
The result in Corollary 3 b) shows that [x]G is optimal for triangular systems of theform (1). It is not always optimal for interval systems which �rst have to be broughtto the form (1) by preconditioning when [x]G is compared with the solution set of theinitial system. An example which illustrates this situation by a 4 � 4 matrix can befound in [19].The matrix of the subsequent example satis�es the assumptions of Corollary 3 .Example 2Let [Â] :=  [A] O[B] [A] !with[A] :=  1 [�1; 1][�12 ; 12 ] 1 ! as in Example 1 and with [B] :=  [�1; 1] [�1; 1][�1; 1] [�1; 1] ! :Furthermore, let [b] := (�1; 1;�1; 1)T = �b. Then [Â] has the form (1) and the matrixĈ := h[Â]i =  C OB C !is already in reducible normal form whereC :=  1 �1�12 1 ! (cf. the previous example) :Moreover,M̂ := Ĉ�1 =  M ON M ! where M :=  2 21 2 ! and N :=  12 169 12 ! :15



Obviously, M̂ is nonnegative which shows that Ĉ is anM{matrix, i.e., due to Theorem 1the assumptions of the Theorems 2 and 3 are ful�lled. Now x� := M̂ j�bj = (4; 3; 32; 24)T ,and from Example 1 we easily deduceĉ(n)ii = c(n)ii = ( 1 if i 2 f1; 3g12 if i 2 f2; 4g whence fi := 1ĉ(n)ii = ( 1 if i 2 f1; 3g2 if i 2 f2; 4g :With the notation of the Theorems 2 and 3 and with mii = 2 we get for i = 1; : : : ; 4�i = ( 1 if i 2 f1; 3g13 if i 2 f2; 4g ; �i = 13 ;and xi~ = (�4; 1;�32;�20)T ; ~xi = (2; 3; 30; 24)T ;xSi~ = (�4; 1;�32;�20)T ; ~xSi = (0; 3; 28; 24)T ;whence [x]G = �[�4; 2] ; [13 ; 3] ; [�32; 30] ; [�20; 24]�T ;[x]S = �[�4; 0] ; [13 ; 3] ; [�32; 28] ; [�20; 24]�T :In particular, [x]G2 = [x]S2 ; [x]G4 = [x]S4 as predicted by Corollary 3 a) .
Now we address ourselves to the overestimation among [x]G and [x]S. By the Theorems2 and 3 this overestimation can be given explicitly when distinguishing six cases. (Seethe proof of the subsequent theorem.) However, we prefer to state an optimal boundwhich does not depend on the various cases.Theorem 6Let the assumptions of Theorem 2 hold. With the notation of the preceding theoremswe get for any i 2 f1; : : : ; ng mii � fi; �i � �i; (17)q([x]Gi ; [x]Si ) � 2(mii � fi)j�bij ; (18)where equality can hold in (17) and in (18).Proof>From (15) the inequalities in (17) follow immediately. Choosing [A] = I yields equalitythere. 16



In order to prove (18) use the Theorems 2 and 3 to derive the following expressions forxSi � xGi and xSi � xGi , respectively.Case �bi � 0 :xGi � 0; xSi � 0 ) xSi � xGi = 2(mii � fi)�bi;xGi � 0; xSi > 0 ) xSi � xGi = (1� �i)x�i + 2(�imii � fi)�bi;xGi > 0; xSi > 0 ) xSi � xGi = (�i � �i)x�i + 2(�imii � �ifi)�bi:Since xSi > 0 implies x�i < 2mii�bi we get xSi � xGi � 2(1� �i)mii�bi + 2(�imii � fi)�bi =2(mii � fi)�bi in the second subcase. In the third xGi > 0 implies x�i < 2fi�bi hencexSi � xGi � 2(�i � �i)fi�bi + 2(�imii � �ifi)�bi = 2�i(mii � fi)�bi � 2(mii � fi)�bi. Togetherwith Theorem 4 this proves (18) when �bi � 0. Note that in the estimates we used�i; �i 2 (0; 1] and (17).Case �bi < 0 :xGi � 0; xSi � 0 ) xGi � xSi = 2(fi �mii)�bi = 2(mii � fi)j�bij;xGi � 0; xSi < 0 ) xGi � xSi = (1� �i)x�i + 2(fi � �imii)�bi;xGi < 0; xSi < 0 ) xGi � xSi = (�i � �i)x�i + 2(�ifi � �imii)�bi:Since xSi < 0 implies x�i < �2mii�bi we get xGi �xSi � �2(1��i)mii�bi+2(fi��imii)�bi =2(fi � mii)�bi = 2(mii � fi)j�bij in the second subcase. In the third xGi < 0 impliesx�i < �2fi�bi hence xGi � xSi � �2(�i � �i)fi�bi + 2(�ifi � �imii)�bi = 2�i(fi � mii)�bi =2�i(mii � fi)j�bij � 2(mii � fi)j�bij. Together with Theorem 4 this proves (18) includingthe possibility of equality.
By means of the next lemma we are able to generalize our results to matrices of theform [A] = D+[�R;R] where D is now an arbitrary regular real diagonal matrix. Suchmatrices were �rst considered in [16]. Let [Â] := D�1[A] = I + jD�1j[�R;R]; [b̂] :=D�1[b], and denote by [x̂]G; [x̂]S the associated quantities, corresponding to [x]G; [x]Sof the original data. Then [x̂]S = [x]S , and Lemma 4 a) shows [x̂]G = [x]G. Therefore,we can apply our preceding results to [Â]; [b̂] in order to get properties for [x]G; [x]S.We leave the details to the reader.Lemma 4Let [A] 2 IRn�n; [b] 2 IRn, and let D = diag(d1; : : : ; dn) 2 Rn�n be a regular diagonalmatrix. Then the following assertions hold.a) IGA([A]; [b]) exists if and only if IGA(D[A]; D[b]) exists. In this case both vectorsare equal, and for the intermediate quantities of the IGA one gets(D[A])(k) = D[A](k); (D[b])(k) = D[b](k) : (19)b) [A] is an H{matrix if and only if D[A] is an H{matrix.c) [A] is regular if and only if D�1[A] is regular.17



Proofa) We �rst prove (19) by induction. For k = 1 this is trivial. Let (3) hold for somek < n. Then(D[A])(k+1)ij = di[a](k)ij � di[a](k)ik dk[a](k)kj =(dk[a](k)kk )= di �[a](k)ij � [a](k)ik [a](k)kj =[a](k)kk � = di[a](k+1)ij ;and, similarly,(D[b])(k+1)i = di[b](k)i � di[a](k)ik dk[b](k)k =(dk[a](k)kk )= di �[b](k)i � [a](k)ik [b](k)k =[a](k)kk � = di[b](k+1)i :Let [x]G = IGA([A]; [b]) and [y]G = IGA(D[A]; D[b]). Then[y]Gn = dn[b](n)n =(dn[a](n)nn ) = [x]Gn ;and [y]Gi = [x]Gi for each i � k + 1 implies[y]Gk = 0@dk[b](n)k � nXj=k+1 dk[a](n)kj [y]Gj 1A =(dk[a](n)kk ) = [x]Gk :b) Let [A] be anH{matrix, i.e., h[A]i is anM{matrix. By a well{known result of Fan[5] there is a vector u > 0 such that h[A]iu > 0. Hence hD[A]iu = jDjh[A]iu > 0,andD[A] is anH{matrix, too. Applying this result toD�1 and D[A] instead ofDand [A], respectively, proves the converse assertion sinceD�1(D[A]) = (D�1D)[A]for diagonal matrices D. (Note that the interval matrix multiplication is notassociative, in general.)c) is trivial.AcknowledgementsWe thank Prof. Arnold Neumaier, University of Vienna, and the referees for theirvaluable comments.The second author's work was supported by the Czech Republic Grant Agency undergrant 201/98/0222.References[1] Alefeld G.: �Uber die Durchf�uhrbarkeit des Gau�schen Algorithmus bei Gleichun-gen mit Intervallen als Koe�zienten. Computing Suppl. 1, 15 { 19 (1977).[2] Alefeld, G., Herzberger, J.: Introduction to Interval Computations. AcademicPress, New York, 1983. 18
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