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One of the most powerful tools for solving large and sparse systems of linear algebraic equations is a class of iterative methods called Krylov subspace methods. Their significant advantages like low memory requirements and good approximation properties make them very popular, and they are widely used in applications throughout science and engineering. The use of the Krylov subspaces in iterative methods for linear systems is even counted among the “Top 10” algorithmic ideas of the 20th century. Convergence analysis of these methods is not only of a great theoretical importance but it can also help to answer practically relevant questions about improving the performance of these methods. As we show, the question about the convergence behavior leads to complicated nonlinear problems. Despite intense research efforts, these problems are not well understood in some cases. The goal of this survey is to summarize known convergence results for three well-known Krylov subspace methods (CG, MINRES and GMRES) and to formulate open questions in this area.

1 Introduction

Krylov subspace methods represent one of the most important classes of iterative methods for solving linear algebraic systems. Their main common ingredient are the Krylov subspaces, which are spanned by the initial residual and by vectors formed by repeated multiplication of the initial residual by the system matrix. These subspaces first appeared in a paper by the Russian scientist and navy general Aleksei Nikolaevich Krylov (1863–1945), published in 1931 [44]. Motivated by an application in naval science, Krylov was interested in analyzing oscillations of mechanical systems, and proposed a method for computing the minimal polynomial of a given matrix (see, e.g., [21, Section 42], [25, Chapter VII], or [38, Chapter 6] for detailed accounts of Krylov’s method). Independently of Krylov’s work, the first Krylov subspace methods for solving linear algebraic systems appeared two decades later with the publication of the conjugate gradient (CG) method for hermitian positive definite matrices by Hestenes and Stiefel [36], and the closely related methods developed by Lanczos [45, 46]. Driven by the need to solve linear systems of vastly increasing dimension and the accompanying rapid development of computational resources, these Krylov subspace methods were
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used in many applications, particularly in the engineering community. In the numerical linear algebra community, the potential of Krylov subspace methods was fully recognized only after an influential paper of Reid appeared in 1971 [58]. Subsequently, numerous additional Krylov subspace methods were developed, with focus on indefinite and nonhermitian matrices. Today, the use of the Krylov subspaces in iterative methods for linear systems is counted among the “Top 10” algorithmic ideas of the 20th century [10]. One of the main reasons for this success is that the Krylov subspaces can be built up using only a function that computes the multiplication of the system matrix and a vector, so that the system matrix itself never has to be formed or stored explicitly. Hence Krylov subspace methods are particularly well suited for application to large and sparse linear systems, which today are commonplace throughout applications in science and engineering.

Mathematically, Krylov subspace methods are based on projection methods. Instead of solving the potentially very large linear system, the idea is to approximate the systems’ solution from Krylov subspaces of small dimension. The goal of the convergence analysis of these methods is to describe the convergence of this process in terms of input data of the given problem, i.e. in dependence on properties of the system matrix, the right hand side vector and the initial guess. Understanding the convergence of Krylov subspace methods is particularly important to answer the practically relevant questions how to accelerate the convergence (in particular how to precondition the system), and how to choose potential restart parameters.

The goal of this paper is to survey the known theory of convergence of Krylov subspace methods that are based on two basic types of projection methods, namely the Galerkin (orthogonal residual (OR)) method and the minimal residual (MR) method. Both types of methods have been implemented in various commonly used algorithms. An example of the OR Krylov subspace method is the CG method [36] for hermitian positive definite matrices. Implementations of the MR Krylov subspace method are the MINRES method [56] for nonsingular hermitian indefinite matrices and the GMRES method [62] for general nonsingular matrices. The distinction between OR and MR methods made in this paper is not new. In fact it has been extensively used in the past to derive relations between the convergence quantities (e.g. error or residual norms) of different methods, see, e.g., [12, 14, 37]. Here our focus is on giving bounds for the convergence quantities of each method separately.

For normal system matrices $A$, the (worst-case) convergence behavior of CG, MINRES and GMRES is completely determined by the spectrum of $A$. The convergence analysis then reduces to analyzing a certain min-max approximation problem on the matrix eigenvalues. In the nonnormal case, however, the convergence behavior of the GMRES method may not be related to the eigenvalues at all. As a consequence, other properties of the input data must be considered to describe the convergence. Despite intense efforts to identify descriptive properties, understanding the convergence of GMRES in the general nonnormal case still remains a largely open problem.

After a brief introduction to the mathematical background of Krylov subspace methods (Section 2), we survey in Section 3 the theory of convergence of these methods. We distinguish between the normal (Section 3.1) and the nonnormal (Section 3.2) case. Section 4 contains concluding remarks. We point out that all convergence results we state in this paper were derived assuming exact arithmetic. A recent survey of the numerical stability of Krylov subspace methods that also discusses effects of finite precision arithmetic on the convergence is given in [65].
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2 Krylov subspace methods

In this section we briefly describe the mathematical background of the Krylov subspace methods for solving linear algebraic systems of the form

\[ Ax = b, \tag{1} \]

where \( A \) is a real or complex nonsingular \( N \times N \) matrix, and \( b \) is a real or complex vector of length \( N \). Suppose that \( x_0 \) is an initial guess for the solution \( x \), and define the initial residual \( r_0 = b - Ax_0 \). As shown originally by Saad [59, 60] (see his book [61] for a summary), Krylov subspace methods can be derived from the following projection method: The \( n \)-th iterate \( x_n, n = 1, 2, \ldots, \), is of the form

\[ x_n \in x_0 + S_n, \tag{2} \]

where \( S_n \) is some \( n \)-dimensional space, called the search space. Because of the \( n \) degrees of freedom, \( n \) constraints are required to make \( x_n \) unique. This is done by choosing an \( n \)-dimensional space \( C_n \), called the constraints space, and by requiring that the \( n \)-th residual is orthogonal to that space, i.e.,

\[ r_n = b - Ax_n \in r_0 + A S_n, \quad r_n \perp C_n. \tag{3} \]

Orthogonality here is meant in the Euclidean inner product. A similar type of projection process appears in many areas of mathematics. As an example, consider the Petrov-Galerkin framework in the context of the finite element method for discretizing partial differential equations, see e.g. [57, Chapter 5]. There the notions of test and trial spaces correspond to search and constraints spaces in (2)–(3).

In this paper we concentrate on the projection method (2)–(3) and two basic relations between \( S_n \) and \( C_n \), that to our mind are among the most important ones:

\[ C_n = S_n \quad \text{(Galerkin method)}, \tag{4} \]
\[ C_n = A S_n \quad \text{(Minimal residual method)}. \tag{5} \]

The Galerkin and the minimal residual (MR) method are called a Krylov subspace method when the so-called Krylov subspaces \( K_n(A, r_0) \) are used as search spaces, i.e.

\[ S_n = K_n(A, r_0) = \text{span}\{r_0, Ar_0, \ldots, A^{n-1}r_0\}, \quad n = 1, 2, \ldots, \tag{6} \]

Using these spaces in the Galerkin method, we construct residuals \( r_n = b - Ax_n \), that are orthogonal to all previous residuals \( r_{n-1}, \ldots, r_0 \). That is why, in the context of Krylov subspaces, the Galerkin method is often called orthogonal residual (OR) method.

There are many possible choices of Krylov subspaces and their variants (e.g. \( AK_n(A, r_0) \), \( K_n(A^H, r_0) \), \( A^H K_n(A^H, r_0) \), etc.) in the projection process (2)–(3). This fact certainly contributes to the overabundant supply of these methods. Also note that for each mathematical description there may be several different implementations that in exact arithmetic satisfy (2)–(3) for given search and constraint spaces, but that may differ in their finite precision behavior. Particularly comprehensive and systematic surveys of existing Krylov subspace methods can be found in [4, 9] and [14].
The Krylov subspaces form a nested sequence that ends with a subspace of maximal dimension \( d = \dim K_N(A, r_0) \), i.e.,

\[
K_1(A, r_0) \subset \cdots \subset K_d(A, r_0) = \cdots = K_N(A, r_0).
\]

The number of steps of the OR/MR Krylov subspace method is limited by the maximal Krylov subspace dimension \( d \). We say that a projection process breaks down in step \( n \) if no iterate \( x_n \) exists, or if \( x_n \) is not unique. Naturally, we are interested in projection methods that ensure existence and uniqueness of their iterates \( x_n \) for each step \( n \leq d \). Such well-defined methods terminate with the exact solution in the step \( d \), which is called the finite termination property. If a method is well-defined or not, depends on the properties of the matrix \( A \).

In general, the OR Krylov subspace method yields uniquely defined iterates for each \( n \) whenever zero is outside the field of values of \( A \), which is defined as

\[
\mathcal{F}(A) = \left\{ v^H A v : \|v\| = 1, \ v \in \mathbb{C}^N \right\}.
\]

However, in this paper we limit our discussion to the OR Krylov subspace method for hermitian positive definite matrices, since only in this case the given system matrix defines a norm in which the errors are minimized (see Section 3.1.1 for details). A particular implementation in this case is the CG method [36].

The MR Krylov subspace method is well defined whenever \( A \) is nonsingular. This feature makes this method very popular, since it can be used for general matrices. The most well-known implementations are the MINRES method [56] for hermitian indefinite matrices and the GMRES method [62] for general nonsingular matrices.

Finally, note that the conditions \( x_n \in x_0 + K_n(A, r_0) \) and \( r_n \in r_0 + AK_n(A, r_0) \) imply that the error \( x - x_n \) and the residual \( r_n \) can be written in the polynomial form

\[
x - x_n = p_n(A)(x - x_0), \quad r_n = p_n(A)r_0,
\]

where \( p_n \) is a polynomial of degree at most \( n \) and with value one at the origin. For a well-defined OR/MR Krylov subspace method, the polynomial \( p_n \) is uniquely determined by the constraint conditions (3).

### 3 Convergence analysis

In exact arithmetic, well-defined Krylov subspace methods terminate in a finite number of steps. Therefore no limit can be formed, and terms like “convergence” or “rate of convergence” loose their classical meaning; see, e.g., [35, Chapter 9.4] for a cautioning in this direction. This situation requires approaches that are substantially different from the analysis of classical fixed point iteration methods such as Gauß-Seidel or SOR. The convergence of the latter methods has typically been described asymptotically, with the “asymptotic convergence factor” of the iteration matrix being the central concept. Surprisingly, this principal difference between the Krylov subspace methods and the classical iteration methods is still not always accepted. For example, the classical convergence bound for the CG method that is based on the matrix condition number (see equation (15) below) is sometimes confused with the actual convergence behavior of the method. Hence the actual convergence is identified with a bound
based on the asymptotic convergence factor of the convex hull of the spectrum, without considering any other properties of the given data. Clearly, this approach can be very misleading in some situations.

A related difficulty in the convergence analysis is the typical requirement of finding an acceptable approximate solution \( x_n \) in \( n \ll N \) steps. Therefore it is important to understand the convergence from the very beginning, i.e., in the classical terminology, to understand the “transient” behavior. This early stage of convergence, however, can depend significantly on the right hand side \( b \) and the initial guess \( x_0 \). In general, the non-existing limiting process, the relevance of the transient phase, and the dependence of this phase on \( b \) and \( x_0 \) make the convergence analysis of Krylov subspace methods a difficult nonlinear problem – although the system to be solved is linear.

We divide our discussion about the convergence of Krylov subspace methods into two parts. In the first part (Section 3.1) we consider normal system matrices \( A \) and show that in this case the spectral information is important for analyzing the convergence. The second part (Section 3.2) shows the difficulties with estimating the convergence in the nonnormal case.

### 3.1 Convergence analysis for normal matrices

Consider a nonsingular and normal matrix \( A \), and let

\[
A = VAV^H, \quad \text{where} \quad V^HV = I, \quad \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_N),
\]

be its eigendecomposition. The orthogonality of the eigenvector basis leads to a significant simplification in the convergence analysis of Krylov subspace methods: Considering \( A^n \) in the form \( V\Lambda^nV^H \) and using (8), the errors and residuals of a Krylov subspace method satisfy

\[
x - x_n = Vp_n(\Lambda)V^H(x - x_0), \quad r_n = Vp_n(\Lambda)V^Hr_0.
\]

Because the projection property usually refers to some sort of optimality, we can expect that Krylov subspace methods for normal matrices solve some weighted polynomial minimization problem on the matrix spectrum. In the following subsections we explain that in the worst-case, the convergence speed of well-known Krylov subspace methods (CG, MINRES, GMRES) is determined by the value

\[
\min_{p \in \pi_n} \max_k |p(\lambda_k)|,
\]

where \( \pi_n \) denotes the set of polynomials of degree at most \( n \) and with value one at the origin. Note that the value (10) represents a min-max approximation problem on the discrete set of the matrix eigenvalues. The value (10) depends in a complicated (nonlinear) way on the eigenvalue distribution. Consider, for simplicity, that all eigenvalues are real and distinct. The results in [26, 51] show that there exists a subset of \( n + 1 \) (distinct) eigenvalues \( \{\mu_1, \ldots, \mu_{n+1}\} \subseteq \{\lambda_1, \ldots, \lambda_N\} \), such that

\[
\min_{p \in \pi_n} \max_k |p(\lambda_k)| = \left( \sum_{j=1}^{n+1} \prod_{k=1 \atop k \neq j}^{n+1} \frac{|\mu_k|}{|\mu_k - \mu_j|} \right)^{-1}.
\]
If at least one eigenvalue of $A$ is complex, the equality (11) does not hold in general, cf. [51]. Nevertheless, in [51] we formulate a conjecture, supported by numerical experiments and by some theoretical results, that there exist a set of $n+1$ eigenvalues such that the value on the right hand site of (11) is equal to (10) up to a factor between 1 and $4/\pi$.

Of course, except for model problems and special situations, not all eigenvalues of $A$ are known, and hence an analysis based on (11) cannot be applied. In the following we will concentrate on the practically more relevant approach to estimate the value of (10) using only a partial knowledge of the spectrum, in particular only some set that contains all the eigenvalues (a so-called inclusion set). An inclusion set is often known a priori or can be easily estimated. We discuss the resulting convergence bounds for CG (hermitian positive definite $A$), MINRES (hermitian $A$) and GMRES (general normal $A$).

3.1.1 Convergence analysis for CG

Consider a hermitian positive definite matrix $A$. Each such matrix defines a norm (the so-called $A$-norm),

$$\|u\|_A = \left( u^H Au \right)^{\frac{1}{2}},$$

(12)

and it is well known (see, e.g., [27]) that the OR Krylov subspace iterates $x_n$ are in this case uniquely defined in each iterative step $n$ and can be computed using the CG method. The CG iterates $x_n$ satisfy

$$\|x - x_n\|_A = \min_{p \in \pi_n} \|p(A)(x - x_0)\|_A.$$  

(13)

In other words, the CG method constructs an approximation $x_n$ from the affine subspace $x_0 + K_n(A, r_0)$ with minimal $A$-norm of the error. It can be shown that the $A$-norm of the error is strictly monotonically decreasing, i.e., that $\|x - x_n\|_A < \|x - x_{n-1}\|_A$ for $n = 1, \ldots, d$. The $A$-norm of the error often has a counterpart in the underlying real-world problem. For example, when the linear system comes from finite element approximations of self-adjoint elliptic PDEs, then the $A$-norm of the error can be interpreted as the discretized measure of energy which is to be minimized; see, e.g., [1, 2].

A simple algebraic manipulation shows that the value (10) represents an upper bound on the relative $A$-norm of the error,

$$\frac{\|x - x_n\|_A}{\|x - x_0\|_A} \leq \min_{p \in \pi_n} \max_k |p(\lambda_k)|.$$  

(14)

This convergence bound is sharp, i.e., for each iteration step $n$ there exist a right hand side $b$ or an initial guess $x_0$ (depending on $n$ and $A$) such that equality holds in (14), see [26]. In this sense, the bound (14) completely describes the worst-case behavior of the CG method. When the whole spectrum of $A$ is known, one can try to determine the value of the right hand side of (14) using the formula (11). However, it is in general an open problem which subset of $n+1$ eigenvalues leads to equality in (11).

Obviously, the bound (14) depends only on the matrix eigenvalues and not on any other properties of $A$, $b$, or $x_0$. If a particular right hand side $b$ is known, it is sometimes possible to incorporate the information about $b$ into the analysis, and thus to obtain a better estimate of the actual convergence behavior.
**Estimating the bound (14).** Often, the largest and smallest eigenvalue (or at least estimates for them) are known. Then the classical approach is to replace the discrete set of the matrix eigenvalues by an interval containing all eigenvalues and to use Chebyshev polynomials of the first kind to estimate the min-max approximation (14). This results in the following well-known upper bound based on the condition number of $A$, i.e. the ratio of the largest and the smallest eigenvalue (see, e.g., [27]),

$$
\frac{\|x - x_n\|_A}{\|x - x_0\|_A} \leq 2 \left( \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1} \right)^n, \quad \kappa = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}}. \tag{15}
$$

We stress that there is a principal difference between the bounds (14) and (15). The bound (14) represents a min-max approximation problem on the discrete set $\lambda_1, \ldots, \lambda_N$, and it describes the convergence behavior in the worst-case sense. On the other hand, the bound (15) represents an estimate of the min-max approximation on the interval $[\lambda_{\text{min}}, \lambda_{\text{max}}]$ containing all eigenvalues of $A$. It therefore bounds the worst-case behavior for all possible eigenvalue distributions in the given interval. In other words, the bounds (14) and (15) describe different approximation problems, and thus their values can differ significantly. Clearly, the bound (15) cannot be identified with the CG convergence, and it represents an overestimate even of the worst-case behavior except for very special eigenvalue distributions in the given interval (see [50] for further discussion of this fact). The bound (15) shows, however, that a small condition number (close to 1) implies fast convergence of the CG method. This justifies the classical goal of “preconditioning”, namely to decrease the condition number of the given system matrix. On the other hand, the bound (15) does not show that a large condition number implies slow convergence of the CG method.

**Example 3.1** Consider two example eigenvalue distributions in the interval $[1/400, 1]$. The first eigenvalue set, given by

$$
\lambda_k = \frac{k^2}{400}, \quad k = 1, \ldots, 20, \tag{16}
$$

has a cluster close to zero, whereas the second set, given by

$$
\lambda_k = \log(k)/\log(20), \quad k = 2, \ldots, 20, \quad \lambda_1 = 1/400, \tag{17}
$$

has a cluster close to one. Each hermitian and positive definite matrix having the eigenvalues (16) or (17) has the (moderate) condition number 400. Fig. 1 shows that the worst-case CG convergence behavior differs significantly for the eigenvalue set (16) (solid) and for the eigenvalue set (17) (dashed). Since the bound (15) (dash-dotted) represents an upper bound on the worst-case CG behavior for any eigenvalue distribution in the given interval, it cannot describe the actual CG convergence for a particular eigenvalue set like (17).

An alternative estimate for the value (10), based on the ratio of arithmetic and geometric averages of the eigenvalues (the so-called $K$-condition number), was introduced by Kaporin [41]. This and other related estimates can also be found in [5, Chapter 13]. In [6], Axelsson and Kaporin propose convergence estimates for the CG method based on a generalized condition number of $A$, which also depends on the initial error.

**Superlinear convergence of CG.** In many applications it has been observed that the $A$-norm of the error in the CG method converges “superlinearly”, which means that speed of
convergence increases during the iteration. Some attempts have been made to explain this behavior using the convergence of Ritz values in the Lanczos process that underlies the CG method. An intuitive explanation of the superlinear behavior, given in the early paper [11], is that when the extremal eigenvalues of $A$ are well approximated by the Ritz values, then the CG method proceeds as if the corresponding eigenvectors were not present. This leads to a smaller “effective” condition number of $A$, which in turn might explain the faster convergence. This situation is discussed and analyzed, for example, in [52, 71, 69]; see [70, Chapter 5.3] for a recent summary.

The results just mentioned attempt to explain the behavior of the CG method using information that is generated during the run of the method. A different, and certainly not less interesting problem is to identify (a priori) properties of the input data $A$, $b$ and $x_0$ that imply superlinear convergence behavior. This problem is considered in an asymptotic setting by Beckermann and Kuijlaars [7, 8]. They show that superlinear CG convergence can be observed when solving a sequence of linear systems with hermitian positive definite matrices whose eigenvalue distributions are far from an equilibrium distribution [7] (see, e.g., [22] for an introduction to these asymptotic concepts). Such favorable eigenvalue distributions occur, for example, when the system matrices come from the standard five-point finite difference discretizations of the two-dimensional Poisson equation. Another situation where superlinear convergence is observed despite an equilibrium distribution of the eigenvalues is when the components of the initial error in the eigenvector basis of the system matrices strongly vary in size [8]. In a finite dimensional setting, analytic examples for this phenomenon in the context of the discretized one-dimensional Poisson equation are given in [50].

**Example 3.2** Consider the $N$ by $N$ tridiagonal symmetric and positive definite Toeplitz matrix $A = \text{tridiag}(-1, 2, -1)$ for $N = 120$, that arises by the central finite difference
approximation of the one-dimensional Poisson equation. As proved asymptotically by Beckermann and Kuijlaars [8], CG may for this model problem converge superlinearly when the initial error exhibits certain distributions of components in the eigenvector basis of $A$.

For particular initial errors, the superlinear convergence can in this model problem even be proved in a finite dimensional setting. In particular, consider an initial error whose components in the eigenvector basis of $A$ are given by $\gamma \sin^{-2}(k\pi/(2N + 2))$, $k = 1, \ldots, N$, where $\gamma$ represents a nonzero scaling factor; cf. the solid line in the right part of Fig. 2. Apparently, these components strongly vary in size, with larger components corresponding to smaller eigenvalues of $A$. Using the results of Naiman et al. [54], it can be shown by an elementary computation [50], that the CG errors for this initial error satisfy

$$\frac{\|x - x_n\|_A}{\|x - x_{n-1}\|_A} = \left(\frac{N - n}{N - n + 3}\right)^{1/2}, \quad n = 1, \ldots, N.$$  

The right hand side in the above equation is a strictly decreasing function of the iteration step $n$, which gives an analytic proof for the superlinear CG convergence for $A$ and this initial error. The superlinear CG convergence curve is shown as the solid line in the left part of Fig. 2. For comparison, we use an initial error with eigencomponents that are equally distributed; cf. the dashed line in the right part of Fig. 2. As shown by the dashed line in the left part of Fig. 2, no superlinear convergence can be observed in this case.

In summary, the convergence behavior of the CG method is relatively well understood, but some open problems still remain. The right approach for investigating the convergence behavior is to use all information about the eigenvalue distribution we have at our disposal. If a particular right hand side $b$ and initial guess $x_0$ are given, they should be incorporated in the analysis. An example for such an approach for the model problem of the one-dimensional Poisson equation is given in [50].

### 3.1.2 Convergence analysis for MINRES and GMRES

In this subsection we consider nonsingular and normal matrices $A$. It is well known (see, e.g., [27]) that the iterates $x_n$ of the MR Krylov subspace method are for any such matrix uniquely
defined in each iterative step \( n \), and that the \( n \)th residual \( r_n = b - Ax_n \) satisfies
\[
\|r_n\| = \min_{p \in \pi_n} \|p(A)r_0\|. \tag{18}
\]
The residual norms decrease strictly monotonically whenever zero is outside the field of values of \( A \), see [15, 33] for different proofs. However, in general no strict monotonicity is guaranteed. In fact, any (finite) nonincreasing sequence of numbers represents a convergence curve of the MR Krylov subspace residual norms applied to some linear system with a normal system matrix [3, 32, 48]. The normal matrix can even be chosen to have all its eigenvalues on the unit circle.

In the normal case, the relative residual norm of the MR Krylov subspace method can be bounded similarly as in (14),
\[
\frac{\|r_n\|}{\|r_0\|} \leq \min_{p \in \pi_n} \max_k |p(\lambda_k)| \tag{19}
\]
and again, the bound (19) is sharp [31, 40]. In other words, the bound (19) describes the worst-case behavior of the MR Krylov subspace method. If the full spectral information is available, then the approach in [51] (cf. the discussion of formula (11)) can be used for estimating the worst-case convergence behavior. Otherwise, one can try to estimate the worst-case bound (19) similarly as in the hermitian positive definite case, i.e., by replacing the discrete spectrum by a continuous inclusion set. However, as we will see, the estimation of the min-max approximation becomes much more complicated now.

**The hermitian indefinite case.** When \( A \) is hermitian indefinite, the MR Krylov subspace method MINRES can be used. An estimate on the min-max approximation (19) that represents the worst-case MINRES convergence behavior, can be obtained by replacing the discrete set of the eigenvalues by the union of two intervals containing all of them and excluding the origin, say \( I^- \cup I^+ = [\lambda_{\min}, \lambda_s] \cup [\lambda_{s+1}, \lambda_{\max}] \) with \( \lambda_{\min} \leq \lambda_s < 0 < \lambda_{s+1} \leq \lambda_{\max} \). Note that if zero would be contained in the inclusion set \( I^- \cup I^+ \), then the optimal min-max polynomial from \( \pi_n \) on this set would be the constant polynomial \( p_n(z) = 1 \) for all \( n \), and the resulting convergence bounds would be useless.

When both intervals are of the same length, i.e., \( \lambda_{\max} - \lambda_{s+1} = \lambda_s - \lambda_{\min} \), the following bound for the min-max value can be found,
\[
\min_{p \in \pi_n} \max_k |p(\lambda_k)| \leq \min_{p \in \pi_n} \max_{z \in I^- \cup I^+} |p(z)| \leq 2 \left( \sqrt{|\lambda_{\min}\lambda_{\max}|} - \sqrt{|\lambda_s\lambda_{s+1}|} \right)^{[k/2]}, \tag{21}
\]
where \( [k/2] \) denotes the integer part of \( k/2 \), see [27, Chapter 3]. For an illustration of this bound suppose that \( |\lambda_{\min}| = \lambda_{\max} = 1 \) and \( |\lambda_s| = \lambda_{s+1} \). Then the condition number of \( A \) is \( \kappa = \lambda_{s+1}^{-1} \), and the right hand side of (21) reduces to
\[
2 \left( \frac{\kappa - 1}{\kappa + 1} \right)^{[k/2]} \tag{22}
\]
Apparently, (22) corresponds to the value of right hand side of (15) at step \( [k/2] \) for a hermitian positive definite matrix having all its eigenvalues in the interval \( [\lambda_{s+1}^2, 1] \), and thus a condition
number of $\lambda_{n+1}^2$. Hence the convergence bound for an indefinite matrix with condition number $\kappa$ needs twice as many steps to decrease to the value of the bound for a definite matrix with condition number $\kappa^2$. Although neither of the two bounds is sharp, this clearly indicates that solving indefinite problems represents a significant challenge. In the general case when the two intervals $I^-$ and $I^+$ are not of the same length, the explicit solution of the min-max approximation problem on $I^- \cup I^+$ becomes quite complicated, see, e.g., [22, Chapter 3], and no simple and explicit bound on the min-max value is known. One may of course extend the smaller interval to match the length of the larger one, and still apply (21). But this usually results in a significantly weaker convergence bound, which fails to give relevant information about the actual convergence behavior. Similar as in the case of the CG method we stress that there is a principal difference between the bounds (19) and (21). These bounds describe different approximation problems, and thus their values can differ significantly.

The general normal case. If $A$ is a general normal matrix, the MR Krylov subspace method GMRES can be used. Again, an estimate of the right hand side of (19) can be obtained by replacing the discrete set of the eigenvalues of $A$ by some (compact) inclusion set $\Omega \subset \mathbb{C}$ on which (nearly) optimal polynomials are explicitly known. Usually one works with connected inclusion sets, since polynomial approximation on disconnected sets is not well understood (even in the case of two disjoint intervals; see above). Because of the normalization of the polynomials at zero, the set $\Omega$ should not include the origin.

The simplest result is obtained when the spectrum of $A$ is contained in a disk in the complex plane (that excludes the origin), say with radius $r > 0$ and center at $c \in \mathbb{C}$. Then the polynomial $p_n(z) = ((c - z)/c)^n \in \pi_n$ can be used to show that

$$\min_{p \in \pi_n} \max_k |p(\lambda_k)| \leq \left| \frac{r}{c} \right|^n.\,$$

In particular, a disk of small radius that is far from the origin guarantees fast convergence of the GMRES residual norms.

More refined bounds can be obtained using the convex hull $E$ of an ellipse instead of a disk. For example, suppose that the spectrum is contained in an ellipse with center at $c \in \mathbb{R}$, focal distance $d > 0$ and major semi axis $a > 0$. If $0 \notin E$, it can be shown that

$$\min_{p \in \pi_n} \max_k |p(\lambda_k)| \leq \frac{C_n(a/d)}{C_n(c/d)} \approx \left( \frac{a + \sqrt{a^2 - d^2}}{c + \sqrt{c^2 - d^2}} \right)^n,$$

where $C_n(z)$ denotes the $n$th complex Chebyshev polynomial, see, e.g., [59]. We remark that, as shown by Fischer and Freund [23], the polynomials $C_n(z)/C_n(0)$ are in general not the optimal min-max polynomials from $\pi_n$ on $E$. However, these polynomials are asymptotically optimal and hence predict the correct rate of convergence of the min-max approximation problem on $E$. For more details we refer to [61].

Of course, one would like to find a set $\Omega$ in the complex plane that yields the smallest possible upper bound on the right hand side of (19). Both a disk and the convex hull of an ellipse are convex, so one can probably improve the convergence bound by using the smallest convex set containing all the eigenvalues, i.e., the convex hull of the eigenvalues. Since $A$ is assumed normal, this set coincides with the field of values $F(A)$. Hence the bound (28) studied below in the context of nonnormal matrices can in principle be used in the normal
case as well. However, all convex inclusion sets $\Omega$ are limited in their applicability by the strict requirement that $0 \notin \Omega$. In particular, if zero is inside the convex hull of the eigenvalues of $A$, then no convex inclusion set for these points can be used. Moreover, if the convex hull is close to the origin, then any bound derived from this set will be poor, regardless of the distance of the eigenvalues to the origin. Another difficulty with using the convex hull of the eigenvalues (or any other inclusion set bounded by a polygon) is that the boundary of this set is not smooth and hence the computation of (nearly) optimal polynomials on these sets such as the Faber polynomials is complicated, see, e.g., [64].

To overcome such difficulties, a parameterized class of non-convex sets with analytic boundaries is constructed in [47] (also see [43]), for which the Faber polynomials are explicitly known. These polynomials give rise to analytic and easily computable bounds for the min-max approximation problem; see [47] for details. Two examples of the inclusion sets are shown in Fig. 3. The plus signs in this figure show the eigenvalues of the so-called Grca matrix of order 250, generated by the MATLAB command `gallery('grcar',250,6)`. Obviously, the convex hull of these eigenvalues contains the origin (indicated by the star). On the other hand, none of the eigenvalues is particularly close to the origin, which should be exploited by the choice of the inclusion set. The boundaries of the two example inclusion sets are shown by the dashed and the solid curves.

### 3.2 Convergence analysis for nonnormal matrices (GMRES)

In this section we consider the case of a general nonsingular and nonnormal matrix $A$. In this general case, an MR Krylov subspace method such as GMRES yields uniquely defined iterates $x_n$ so that the $n$th residual $r_n = b - Ax_n$ satisfies

$$
\|r_n\| = \min_{p \in \pi_n} \|p(A)r_0\|.
$$

(23)
Similarly to the convergence analysis for normal matrices presented above, we are interested in finding a (sharp) bound on the right hand side of (23).

**Eigenvalues and convergence.** If \( A \) is diagonalizable, \( A = VAV^{-1}, \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_N) \), then the following convergence bound easily follows from (23),

\[
\frac{\|r_n\|}{\|r_0\|} = \min_{\pi \in \pi_n} \frac{\|Vp(\Lambda)V^{-1}r_0\|}{\|r_0\|} \leq \kappa(V) \min_{\pi \in \pi_n} \max_k |p(\lambda_k)|, \tag{24}
\]

see, e.g., [62]. Here \( \kappa(V) = \|V\| \|V^{-1}\| \) denotes the condition number of the eigenvector matrix \( V \). A bound similar to (24) can be derived for nondiagonalizable matrices.

The bound (24) frequently is the basis for discussions of the GMRES convergence behavior. As mentioned in Section 3.1.2, this bound is sharp when \( A \) is normal. When \( \kappa(V) \) is small, the right hand side of (24) typically represents a good convergence bound, and its value can be estimated using the tools described above. However, when \( V \) is far from unitary, the bound (24) may fail to provide any reasonable information about the GMRES convergence. To see this, note that when the eigenvector matrix \( V \) is ill-conditioned, then some components of the vector \( V^{-1}r_0 \) can be very large, potentially much larger than \( \|r_0\| \). On the other hand, \( \|r_n\| \) in (24) is bounded from above by \( \|r_0\| \). Therefore, the linear combination \( V[p(\Lambda)V^{-1}r_0] \) can contain a significant cancellation, which is not reflected in the minimization problem on the right hand side of (24). Apart from the fact, that the factor \( \kappa(V) \) can be very large in case of ill-conditioned eigenvectors, the principal weakness of the bound (24) is that the min-max problem on the matrix eigenvalues need not have any connection with the GMRES convergence for the given nonnormal matrix. As a consequence, the curve produced by the min-max approximations on matrix eigenvalues can be substantially different from the (worst-case) GMRES convergence curve and the bound can fail to give any reasonable convergence information.

**Example 3.3** For a numerical illustration consider the two \( N \) by \( N \) tridiagonal Toeplitz matrices

\[
A_{\lambda} = \text{tridiag}(-1, \lambda, -1) \quad \text{and} \quad B_{\lambda} = \text{tridiag}(-\lambda, \lambda, -1/\lambda),
\]

where \( \lambda \geq 2 \) is a real parameter. Both \( A_{\lambda} \) and \( B_{\lambda} \) have the same eigenvalues, namely \( \lambda - 2 \cos(\kappa\pi/(N + 1)), k = 1, \ldots, N \). While \( A_{\lambda} \) is symmetric positive definite, \( B_{\lambda} \) is highly nonnormal (e.g. a MATLAB computation yields \( \kappa(V) \approx 10^{37} \) for \( N = 40 \) and \( \lambda = 3 \)). The relative GMRES residual norms for \( x_0 = 0 \) and the order 40 systems \( A_{\lambda}x = [1, 0, \ldots, 0]^T \) and \( B_{\lambda}x = [1, 0, \ldots, 0]^T \), for \( \lambda = 3, 4, \ldots, 18 \), are shown in Fig. 4. The relative residual norms for the systems with \( A_{\lambda} \) are plotted by solid lines (faster convergence corresponds to larger \( \lambda \)), and for the systems with \( B_{\lambda} \) they are plotted by dashed lines (essentially the same for all \( \lambda \)). We observe that the GMRES convergence speed for \( A_{\lambda} \) increases when the spectrum moves away from the origin. On the other hand, for \( B_{\lambda} \) spectral information is obviously useless for describing the GMRES convergence. In this example essentially nothing happens during the first \( N - 1 \) steps, and then termination occurs in the final step \( N \). Moreover, the spectrum of \( B_{\lambda} \) gives no information about the convergence behavior after some “transient delay”, which some authors attribute to the potentially large constant \( \kappa(V) \) in (24).

The above example for the matrices \( B_{\lambda} \) clearly shows that in the nonnormal case eigenvalue information is not sufficient for describing the convergence behavior of GMRES. In
fact, in this case the eigenvalues may have nothing to do with the convergence behavior at all. As shown in [3, 32], any nonincreasing convergence curve of relative GMRES residual norms is attainable for a system matrix $A$ having any prescribed eigenvalues. On the other hand, it needs to be stressed that from an analytic point of view the principal difficulty of nonnormality is not the often met belief that the convergence is slower for nonnormal than for normal matrices. This belief is incorrect because for each nonnormal matrix $A$ there exists a normal matrix $B$ for which the same convergence behavior can be observed (for the same initial residual $r_0$), cf. [33, 48]. Unfortunately, the mapping from the matrix $A$ to the normal matrix $B$ is highly nonlinear, and it depends strongly on $r_0$. Hence it is not suitable for an a priori analysis of the GMRES convergence behavior for the given $A$ and $r_0$.

The idea to analyze the given nonnormal problem using a related normal problem is also used by Huhtanen and Nevanlinna [39]. They propose to split the matrix $A$ into $A = \tilde{A} + E$, where $\tilde{A}$ is normal and $E$ is of smallest possible rank. Using such splitting, lower bounds for the quantity $\min_{p \in \pi_n} \|p(A)\|$ (cf. (26) below) can be given in terms of certain eigenvalues of $\tilde{A}$; see [39] for details.

**Worst-case GMRES analysis in the nonnormal case.** It should be clear by now that in the nonnormal case the GMRES convergence behavior is significantly more difficult to analyze than in the normal case. A general approach to understand the worst-case GMRES convergence in the nonnormal case is to replace the complicated minimization problem (23) by another one that is easier to analyze and that, in some sense, approximates the original problem (23). Natural bounds on the GMRES residual norm arise by excluding the influence
of the initial residual $r_0$,
\[
\frac{\|r_n\|}{\|r_0\|} = \min_{p \in \pi_n} \frac{\|p(A)r_0\|}{\|r_0\|} \quad \text{(GMRES)}
\leq \max_{\|v\|=1} \min_{p \in \pi_n} \|p(A)v\| \quad \text{(worst-case GMRES)} \tag{25}
\leq \min_{p \in \pi_n} \|p(A)\| \quad \text{(ideal GMRES).} \tag{26}
\]

The bound (25) corresponds to the worst-case GMRES behavior and represents a sharp upper bound, i.e. a bound that is attainable by the GMRES residual norm. In this sense, (25) is the best bound on $\|r_n\|/\|r_0\|$ that is independent of $r_0$. Despite the independence of $r_0$, it is not clear in general, which properties of $A$ influence the bound (25); see, e.g., [20]. The expression (25) can be bounded by the ideal GMRES approximation problem (26), which was introduced by Greenbaum and Trefethen [34]. To justify the relevance of the bound (26), several researchers tried to identify cases in which (25) is equal to (26). The best known result of this type is that (25) is equal to (26) whenever $A$ is normal [31, 40]. Despite the existence of some counterexamples [20, 67], it is still an open question whether (25) is equal or close to (26) for larger classes of nonnormal matrices. In [66] we consider this problem for a Jordan block, a representative of a nonnormal matrix, and prove equality of the expressions (25) and (26) in some steps.

A possible way to approximate the value of the matrix approximation problem (26) is to determine sets $\Omega \subset \mathbb{C}$ and $\hat{\Omega} \subset \mathbb{C}$, that are somehow associated with $A$, and that provide lower and upper bounds on (26),
\[
c_1 \min_{p \in \pi_n} \max_{z \in \Omega} |p(z)| \leq \min_{p \in \pi_n} \|p(A)\| \leq c_2 \min_{p \in \pi_n} \max_{z \in \hat{\Omega}} |p(z)|.
\]

Here $c_1$ and $c_2$ should be some (moderate size) constants depending on $A$ and possibly on $n$. This approach represents a generalization of the idea for normal matrices, where the appropriate set associated with $A$ is the spectrum of $A$ and $c_1 = c_2 = 1$.

Trefethen [68] has suggested taking $\hat{\Omega}$ to be the $\epsilon$-pseudospectrum of $A$,
\[
\Lambda_\epsilon(A) = \{ z \in \mathbb{C} : \| (zI - A)^{-1} \| \geq \epsilon^{-1} \}.
\]

Denoting by $L$ the arc length of the boundary of $\Lambda_\epsilon(A)$, the following bound can be derived,
\[
\min_{p \in \pi_n} \|p(A)\| \leq \frac{L}{2\pi\epsilon} \min_{p \in \pi_n} \max_{z \in \Lambda_\epsilon(A)} |p(z)|, \tag{27}
\]
see, e.g., [53]. The parameter $\epsilon$ gives some flexibility, but choosing a good value can be tricky. Note that in order to make the right hand side of (27) reasonably small, one must choose $\epsilon$ large enough to make the constant $L/2\pi\epsilon$ small, but small enough to make the set $\Lambda_\epsilon(A)$ not too large. The bound (27) works well in some situations (see, e.g., [17]), but it is easy to construct examples for which no choice of $\epsilon$ gives a tight estimate of the ideal GMRES approximation problem (see, e.g., [33]).

Another approach is based on the field of values of $A$, cf. (7). Denote by $\nu(\mathcal{F}(A))$ the distance of $\mathcal{F}(A)$ from the origin, $\nu(\mathcal{F}(A)) = \min_{z \in \mathcal{F}(A)} |z|$, then
\[
\min_{p \in \pi_n} \|p(A)\| \leq \left( 1 - \nu(\mathcal{F}(A))\nu(\mathcal{F}(A^{-1})) \right)^{n/2}, \tag{28}
\]
Then a special case of (28) is
\[
\min_{p \in \pi_n} \|p(A)\| \leq \left(1 - \frac{\lambda_{\min}(M)}{\lambda_{\max}(A^HA)}\right)^{n/2},
\]
which is one of the earliest convergence results for the MR Krylov subspace method [15, 16]. Since \(\mathcal{F}(A)\) is a convex set that contains the convex hull of the eigenvalues of \(A\), the requirement \(0 \notin \mathcal{F}(A)\) makes the bound (28) useless in many situations. However, the field of values analysis can be very useful when the given linear system comes from the discretization of elliptic PDEs by the Galerkin finite element method. In such cases the coefficients of the values analysis can be very useful when the given linear system comes from the discretization of the weak formulation of the PDE, and \(\phi_1, \ldots, \phi_N\) are the nodal basis functions. Let \(V_h\) denote the finite element space. Then a function \(u_h \in V_h\) is represented by a vector \(u_N \in \mathbb{R}^N\) that contains the values of \(u_h\) at the nodes of the triangulation. The matrix \(A\) satisfies \(u_h^T Av_N = a(u_h, v_h)\) for all \(u_h, v_h \in V_h\). These relations can be exploited to give bounds for the quantity \(a(x-x_n, x-x_n) = (x-x_n)^T A(x-x_n),\) where \(x\) is the exact solution of the discretized PDE, and \(x_n\) is a Krylov subspace iterate. This leads naturally to bounds of the type (28) involving the smallest real parts of \(\mathcal{F}(A)\) and \(\mathcal{F}(A^{-1})\); see, e.g., [42, 63] for more details. Note that under the usual assumption that the bilinear form is coercive, the smallest real parts of \(\mathcal{F}(A)\) and \(\mathcal{F}(A^{-1})\) are both positive. In a more abstract setting, the field of values has been used in the convergence analysis by Eiermann [13].

A generalization of the field of values of \(A\) is the polynomial numerical hull, introduced by Nevanlinna [55], and defined as
\[
\mathcal{H}_n(A) = \{ z \in \mathbb{C} : \|p(A)\| \geq |p(z)| \text{ for all } p \in \mathcal{P}_n \},
\]
where \(\mathcal{P}_n\) denotes the set of polynomials of degree \(n\) or less. It can be shown that \(\mathcal{F}(A) = \mathcal{H}_1(A)\). The set \(\mathcal{H}_n(A)\) provides a lower bound on (26),
\[
\min_{p \in \pi_n} \max_{z \in \mathcal{H}_n(A)} |p(z)| \leq \min_{p \in \pi_n} \|p(A)\|. \tag{29}
\]
In some way, \(\mathcal{H}_n(A)\) reflects the complicated relation between the polynomial of degree \(n\) and the matrix \(A\), and provides often a very good estimate of the value of the ideal GMRES approximation (26). Greenbaum and her co-workers [19, 28, 29, 30] have obtained theoretical results about \(\mathcal{H}_n(A)\) for Jordan blocks, banded triangular Toeplitz matrices and block diagonal matrices with triangular Toeplitz blocks. Clearly, for a larger applicability of the bound (29), the class of matrices for which \(\mathcal{H}_n(A)\) is known needs to be extended. But in general, the determination of these sets represents a nontrivial open problem.

The bounds stated above are certainly useful to obtain a priori convergence estimates in terms of properties of \(A\), and possibly to analyze the effectiveness of preconditioning techniques. However, the worst-case behavior of GMRES for nonnormal matrices is still not well understood. We again point out that the bound (26) is not sharp, and that it is in many situations unclear how closely the ideal GMRES approximates the worst-case GMRES. Moreover, none of the bounds stated above is able to characterize satisfactorily in terms of matrix properties, which approximation problem is solved by the worst-case GMRES in the nonnormal case.
The influence of the initial residual: A model problem. Users of Krylov subspace methods usually want to solve a particular linear system, and hence a worst-case analysis may be of lesser interest to them. In such context one needs to understand also how the convergence is influenced by the particular right hand side or initial residual $r_0$. It seems to be well known that the initial residual may have a significant influence on the GMRES convergence, in particular in the nonnormal case. However, no systematic study of this influence exists, and given the lack of understanding of even the worst-case behavior, it is unlikely that a complete understanding of the influence of $r_0$ on the convergence will be obtained in the near future.

In the context of discretized PDEs, $r_0$ is directly related to the boundary conditions and/or the source terms. It is of great importance to understand how such PDE data influences the convergence of an iterative solver like GMRES, as understanding of these relations will pave the way to efficient preconditioning techniques. Recently, this topic was addressed in an analysis of the GMRES convergence behavior for a well known convection-diffusion model problem [49], that was introduced in [24]. Here the convergence of GMRES applied to the discretized system is characterized by an initial phase of slow convergence, followed by a faster decrease of the residual norms. The length of the initial phase depends on the initial residual, which is determined by the boundary conditions (for simplicity, the source term in the PDE and the initial guess $x_0$ are chosen equal to zero in [49]). Typical examples for the convergence behavior are shown in Fig. 5. The GMRES convergence curves in this figure correspond to the same discretized operator but to different boundary conditions.

![Fig. 5 Relative GMRES residual norms for the discretized convection-diffusion model problem considered in [49]. Different behavior corresponds to the same discretized operator but to different boundary conditions.](image-url)
is slower for larger mesh Peclet numbers, but a complete quantitative understanding of this phenomenon remains a difficult open problem.

4 Concluding remarks

The worst-case convergence behavior of many well known Krylov subspace methods (CG, MINRES, GMRES) for normal matrices is described by the min-max approximation problem on the discrete set of the matrix eigenvalues,

$$\min_{p \in \pi_n} \max_k |p(\lambda_k)|.$$  \hfill (30)

In this sense, the worst-case convergence behavior is well understood. Still, for a given eigenvalue distribution the min-max value is often not known, and has to be estimated. Such estimation is of course always necessary, when only a partial information about the spectrum is known. A general approach tries to find inclusion sets for (the estimate of) the spectrum, and uses (close to) optimal polynomials on these sets to approximate the min-max value. However, this approach solves a different kind of approximation problem and can provide misleading information about the convergence.

For nonnormal matrices, the situation is even less clear. To bound the worst-case GMRES residual norm, one can use the ideal GMRES approximation

$$\min_{p \in \pi_n} \| p(A) \|,$$  \hfill (31)

that represents a matrix approximation problem. Although the value (31) need not describe GMRES worst-case behavior, it can be considered as a good approximation of the worst-case approximation in many practical cases. A general approach for approximating this value consists in finding a set in the complex plain associated with the matrix A and bounding the value (31) by the min-max approximation on this set. However, theoretical results in this field are still unsatisfactory.

Finally, it is important to note that the convergence can depend strongly on the right hand side or the initial guess so that the values (30) and (31) can overestimate the actual convergence of a Krylov subspace method.
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