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Peirce [8, 5.189] proposed the following scheme to describe abducive reason-
ing: from the observed phenomenon A and from the known rule if H then A,
infer H. This scheme can be formalised in may different ways. One of the most
popular approaches amongst computer scientists is the Abductive Logic Pro-
gramming framework [6], where the knowledge base is represented by a logic
program (i.e. a set of clauses of the form a0 ← a1, . . . , an, where a0, . . . , an
are atoms) and the set of integrity constraints (i.e. conditions that cannot be
violated), and the phenomenon A that needs to be explained is a set of atomic
formulas. The abductive procedure starts with the generation of one additional
set of atoms that are called abducibles, i.e. atoms that occur in the logic pro-
gram and potentially can form the explanation for the phenomenon A. During
the abductive procedure the set of abducibles is narrowed down to the set of
atoms that are necessary to explain the phenomenon A.

The aim of our talk is to propose a different interpretation of the Peirce’s
scheme of abductive reasoning. We employ the algorithmic point of view pro-
posed by Gabbay and Woods where an abductive hypothesis (or abducible) H
“is legitimately dischargeable to the extent to which it makes it possible to prove
(or compute) from a database a formula not provable (or computable) from it
as it is currently structured” [2, p. 28]. Our motivation is consist of three main
reasons. Firstly, we want to be able to express the phenomenon A that we want
to explain not only as a set of atoms, but also as a clause. The second reason
also concerns the restriction imposed on the phenomenon A, namely we want to
be able to generate abductive hypotheses also in the case when A contains infor-
mation that is not present in the logic program that represents the knowledge
base. Finally, instead of the generation of the set of abducibles at the beginning
of the abductive procedure, we want to obtain an abductive hypothesis from
the knowledge base and the abductive goal alone. In addition, the abductive
hypothesis should fulfil certain criteria (e.g. it should be consistent with the
knowledge base, the hypothesis alone should not entail the phenomenon A, and
the abductive hypothesis should be possibly small [7]).

As a general framework the Connectionist-Inductive Learning and Logic Pro-
gramming system [4] was chosen, where the knowledge base and the phenomenon
to be explained can be represented in the formal language of logic programs,
and the process of abductive hypotheses generation is based on the training of
a neural network that represents the knowledge base and the abductive goal.
The scheme of the abductive procedure can be seen in the Fig. 1. The logic pro-
gram P that represents the knowledge base and the abductive goal is translated
into a neural network N by the translation algorithm TP→N, i.e. the modified
version of the algorithm proposed by Garcez et al. [4]. The neural network N is
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Figure 1: Schema of the abductive procedure.

then trained by means of the Backpropagation algorithm and the training set
that is generated specifically on the ground of the definition of an abductive
goal and the definition of used semantics for logic programs. In the next step
the trained neural network N′ is translated back into a logic program P ′. The
difference d(P,P ′) between the initial logic program P and the obtained one P ′

is the abductive hypothesis.
In our presentation we are going to describe in details proposed abductive

procedure. In addition, we are going to discuss the use of other neural-symbolic
systems (e.g. [1, 3]). We are also going to compare it with two other abductive
procedures that are also based on the neural-symbolic systems, i.e. one proposed
by Garcez et al. [5] and the other one proposed by Dietz Saldanha et al. [1],
where both approaches use the Abductive Logic Programming framework.
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