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Abstract

Beginning from 1950’s, Paluš and Novotná (J. Atmos. Sol.-Terr. Phys. 71, 923–930, 2009) observed statistically significant
phase coherence among oscillatory modes with the period of approximately 7–8 years detected in monthly time series of sunspot
numbers, geomagnetic activity aa index, NAO index and near-surface air temperature from several mid-latitude European
stations. Using again the oscillatory modes with the period 7-8y, here we study North Hemisphere patterns of phase coherence
between solar/geomagnetic activity and NCEP/NCAR and ERA40 near-surface air temperature. Both the reanalysis datasets
provide consistent patterns of areas with marked, statistically significant coupling between solar/geomagnetic activity and
climate variability observed in continuous monthly data, independent of the season, however, confined to the temporal scale
related to oscillatory periods about 7–8 years.
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1 Introduction

A renewed interest in the field of Sun-climate rela-
tions, namely in detecting and understanding of cli-
mate responses to variable solar activity has led to a
number of recently published interesting results (see
Friis-Christensen (2000); Rind (2002); Haigh (2003);
Haigh (2005); Haigh (2007); Kane (2005); De Jager
(2005); Lean et al. (2005); Bard and Frank (2006);
Tinsley (2008); Lockwood (2009) for reviews). At the
present time we are not able to describe the causal
chain of events leading to the observed effects, since we
lack a comprehensive understanding of the atmospheric
processes and their interactions with solar variability
(Gleisner et al., 2005). There is a plenty of empirical
evidence that the response to solar signal is not homoge-
nously distributed over the atmosphere, but it shows
latitudinal, longitudinal and altitudinal dependence.
While there is a well-documented influence of the solar
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signal in the stratosphere, results about tropospheric re-
sponses to the solar variability are more ambiguous. Be-
sides the geographical complexity, dynamical coupling
between the stratosphere and the troposphere remains
purely understood. In this study we are interested in a
tropospheric response to variable solar activity, in par-
ticular, in measurable influence of the solar variability
observed in near-surface air temperature. The strongest
solar signal in the tropospheric temperature has been
observed in the tropics and in middle latitudes (40◦-50◦)
of both hemispheres (Haigh , 2003; Gleisner and Thejll,
2003; Gleisner et al., 2005; Lu et al., 2007)). Analogous
latitudinal dependence was demonstrated in studies of
near-surface air temperature (Camp and Tung, 2007;
Tung and Camp, 2008; Lean and Rind, 2008).

With the aim to identify responses to solar forcing, rela-
tionships between the solar activity, or quantities closely
related to the solar activity, and temperature data have
been sought. Besides the well-known sunspot numbers,
the aa index characterizing the geomagnetic activity pro-
vides the longest data set of solar proxies which goes
back to 1868 (Mayaud, 1972). Significance of geomag-
netic activity in investigation of climate response to solar
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signal is noticed in several works (Usoskin et al., 2005;
De Jager and Usoskin, 2006; Lockwood and Frohlich,
2007). Having available solar/geomagnetic and climate
data, a search for dynamical mechanisms of interact-
ing complex processes underlying experimental data in
many cases starts with an attempt to identify trends,
oscillatory processes and/or other potentially determin-
istic signals in a noisy environment. Paluš and Novotná
(2007) used so-called Enhanced Monte-Carlo Singular
System Analysis (EMCSSA) (Paluš and Novotná, 1998,
2004) in order to detect quasiperiodic phenomena in
near-surface air temperature from a number of European
stations (Paluš and Novotná, 1998, 2004, 2006), in the
monthly North Atlantic Oscillation (NAO) index (Paluš
and Novotná, 2004, 2006) and, more recently, in the ge-
omagnetic aa index (Paluš and Novotná, 2007) and the
sunspot numbers (Paluš and Novotná, 2008). A number
of oscillatory modes have been identified in both the so-
lar/geomagnetic data and the climate data, represented
by near-surface air temperatures from European stations
and the NAO index, some of them with quite similar pe-
riods (Paluš and Novotná, 2007, 2008). The existence of
oscillatory modes of common frequencies allows for an
application of phase-synchronization analysis (Pikovsky
et al., 2001; Paluš and Novotná, 2006; Paluš et al., 2007)
in order to detect possible interactions in the studied
data. Not surprisingly, 11y cycles in the sunspot data
and the geomagnetic aa index have been found phase-
coherent (Paluš and Novotná, 2009). There was, how-
ever, no phase relations found in the 11y cycle between
the solar/geomagnetic data and the climate data, nei-
ther the 11y cycle have been found significantly present
in the near-surface air temperature records in the mid-
latitude European stations in the EMCSSA tests. Pos-
sible harmonics, i.e. cycles with period 5.5y have been
identified in these temperature records, however, the 2:1
synchronization analysis failed to detect any interac-
tions with the solar/geomagnetic data 11y cycle (Paluš
and Novotná, 2009). These results are in agreement with
those of Moore et al. (2006) who found no consistent
phase relationship between the 11y sunspot cycles and
the sea ice extent or the spring ice break-up in seas and
ports, sea surface temperatures, sea level pressure, and
various long meteorological records from cities in Eu-
rope.

On the other hand, the EMCSSA analysis statistically
confirmed existence of oscillatory modes with the pe-
riod 7-8y in both climate (NAO index, near-surface air
temperature from mid-latitude European stations) and
solar/geomagnetic data analysed by Paluš and Novotná
(2007, 2009). Instantaneous phases of the modes un-
derwent synchronization analysis and their statistically
significant phase coherence, beginning from 1950’s, has
been observed. Thus Paluš and Novotná (2009) were able
to present the statistical evidence for a coupling between
solar/geomagnetic activity and climate variability, ob-
tained from continuous monthly data, independent of
the season, however, confined to the temporal scale re-

lated to oscillatory periods about 7–8 years.

In our previous analyses (Paluš and Novotná, 1998,
2004, 2006, 2007, 2009) the near-surface temperature
data from European stations were used. In this paper
we study North Hemisphere geographical patterns of
phase coherence between solar/geomagmetic activity
and near-surface air temperature from NCEP/NCAR
and ERA40 reanalysis data, considering the period 7-8y
oscillatory modes. Thus we map a relative strength of
the solar/geomagnetic influence on a part of the tem-
perature variability over the North Hemisphere and
compare the results with the pattern of coherence be-
tween the NAO index and NCEP/NCAR and ERA40
near-surface temperatures.

2 Methods

The phase synchronization analysis (Pikovsky et al.,
2001; Paluš and Novotná, 2006; Paluš et al., 2007) is
a useful tool for discovering weak dependence in noisy,
nonstationary and relatively short data from oscillatory
processes. It has many successful applications in physi-
ology (Schäfer et al., 1998) and other sciences (Pikovsky
et al., 2001). In analysis of climate related data, Ma-
raun and Kurths (2005) have found epochs of phase
coherence between the El Niño-Southern Oscillation
and the Indian monsoon. Tatli (2007) presents phase
synchronization between the North Sea–Caspian pat-
tern index and near-surface air temperature over large
territories of the extratropical Northern Hemisphere.
Considering a system whose evolution is dominated by a
(quasi-)oscillatory dynamics, state of such a system can
be described by its instantaneous phase φ (Pikovsky et
al., 2001). For a measured time series, the phase φ can
be obtained using the analytic signal concept of Gabor
(1946). For an arbitrary time series s(t) the analytic
signal ψ(t) is a complex function of time defined as

ψ(t) = s(t) + jŝ(t) = A(t)ejφ(t). (1)

The instantaneous phase φ(t) of the signal s(t) is then

φ(t) = arctan
ŝ(t)
s(t)

. (2)

There are several ways how to determine the imaginary
part ŝ(t) of the analytic signal ψ(t). In the standard
approach of Gabor (1946), ŝ(t) is given by the (discrete)
Hilbert transform of s(t) (Paluš, 1997; Pikovsky et al.,
2001). When this procedure is applied to a broadband
signal, a filtering procedure is required before computing
the Hilbert transform.

The approach used in this study is based on the wavelet
transform (Torrence and Compo, 1998). Applying a con-
tinuous complex wavelet transform (CCWT thereafter)
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directly to time series s(t), the complex coefficients re-
lated to the scale (frequency) of the studied cycles (here
the period of 96 months) can directly be used in Eq.
(2) for estimation of the phase φ(t). Thus the CCWT
provides both the band-pass filtering of the signal and
the phase estimation. In a similar context, Moore et al.
(2006) use the wavelet extracted phases to search for re-
lations between the sunspot cycle and various meteoro-
logical records. Using the same type of phases, Mokhov
and Smirnov (2006) demonstrated that the El Niño-
Southern Oscillation drives the North Atlantic Oscilla-
tion.

Both the filtering and a possibility of the phase estima-
tion is also given as an output of singular system anal-
ysis. Although neither the standard SSA nor our orig-
inal EMCSSA is applied in the study presented here,
we briefly remind this method since the present study
is based on our EMCSSA results (Paluš and Novotná,
1998, 2004, 2007, 2009).

The singular system analysis (SSA) is a well-known
method for the detection and extraction of trends
and oscillatory modes from noisy time series such as
long-term records of meteorological variables or mea-
surements from other complex geophysical processes
(Vautard et al., 1992; Elsner and Tsonis, 1996; Golyan-
dina et al., 2001; Ghil et al., 2002). Allen and Smith
(1996) introduced the Monte Carlo SSA (MCSSA),
a statistical approach in which eigenvalues (variance)
of the SSA modes are tested using so-called surrogate
data. The latter are considered as the null hypothesis of
pure red noise and are constructed as realizations of an
autoregressive process of order 1 (AR1) which reflects
the 1/fα character of the spectrum of the analyzed
data, but cannot support oscillations. Then oscillatory
modes, if they exist, can in principle be distinguished
from a red-noise background. Paluš and Novotná (1998,
2004) proposed to test regularity and predictability in
dynamics of the SSA modes, in addition to the test
based on the eigenvalues. Using such enhanced MCSSA
(EMCSSA), we can distinguish weak dynamical modes
with a higher regularity or dynamical memory from
false oscillatory modes given by band-pass SSA-filtered
noise. Having detected oscillatory modes, the next step
is an evaluation of their instantaneous phases φ. In SSA,
each oscillatory mode usually occurs as two orthogonal
(shifted in phase by π/2) realizations that can directly
be used as the real and imaginary parts of the analytic
signal in Eq. (2) for estimation of the phase φ(t). The
SSA-extracted modes and their phases, however, suffer
from some uncertainty in their temporal localization
given by the embedding window used in the univariate
SSA (Paluš and Novotná, 1998, 2004). Therefore, Paluš
and Novotná (2007) had used the EMCSSA for the de-
tection of the oscillatory modes in the analyzed data.
Once the existence of a particular mode is confirmed in
the EMCSSA test, for further processing, in particular,
for the phase synchronization analysis it is suitable to

extract the instantaneous phase of the detected mode by
using the CCWT which gives the instantaneous phases
correctly localized in time. The instantaneous phases
extracted by using SSA and CCWT are not exactly the
same, however, their evaluation gives equivalent results
(Paluš and Novotná, 2006; Paluš et al., 2005).

Using CCWT one could compute a phase for any fre-
quency from the range given by the sampling frequency
and recording time. We stress, however, that cycles with
the period of 7-8y, analysed here, were not arbitrarily
selected, but their existence in the analysed data has
been confirmed by previous EMCSSA analyses (Paluš
and Novotná, 1998, 2004, 2006, 2007, 2009).

Having extracted the instantaneous phases φ1(t) and
φ2(t) of two oscillatory processes, we can study possi-
ble relationships between the two processes by the phase
synchronization analysis (Pikovsky et al., 2001; Paluš
and Novotná, 2006; Paluš et al., 2007). In the classical
case of periodic self-sustained oscillators, existence of
their coupling (dependence) can lead to phase synchro-
nization, defined as a phase locking, i.e., the phase differ-
ence ∆φ(t) = φ1(t)−φ2(t) is constant. If the studied os-
cillators have different frequencies, they can synchronize
for rational frequency ratio n:m (n, m are natural num-
bers). For such a case we can define the generalized phase
difference ∆φ(t) = mφ1(t)−nφ2(t). Again, the synchro-
nization, or the phase locking is given by ∆φ(t) =const.

In the case of phase-synchronized chaotic or other com-
plex and noisy systems, fluctuations of the phase differ-
ence typically occur. Therefore, the criterion for phase
synchronization is that the absolute values of ∆φ are
bounded (Rosenblum et al., 1996). It is important to
note that the instantaneous phases are not represented
as cyclic functions in the interval [0, 2π) or [−π, π), but
as monotonously increasing functions on the whole real
line. Then also the instantaneous phase difference ∆φ(t)
is defined on the real line and is an unbounded (increas-
ing or decreasing) function of time for asynchronous (in-
dependent) systems, while epochs of phase synchroniza-
tion (or coherence) appear as plateaus in ∆φ(t) vs. time
plots. However, the occurrence of a plateau in the ∆φ(t)
vs. time plot is just a visual indication of a possible phase
synchrony. In order to prove that the phase synchroniza-
tion (coherence) indeed exists in the analyzed data, it
must be assessed in a quantitative way. A useful quan-
titative description of behaviour of the instantaneous
phase difference ∆φ(t) is the mean phase coherence γ
defined as

γ2 = 〈cos(∆φ(t))〉2 + 〈sin(∆φ(t))〉2 (3)

where 〈〉 means the temporal average. The mean phase
coherence (MPC) tends to zero for ∆φ of asynchronous
processes and to one for phase locked systems. Consider-
ing real, noisy data neither 0 nor 1 is reached. Therefore,
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possible presence of phase synchronization or phase co-
herence should be assessed in a statistical test. Paluš and
Novotná (2006) describe a statistical testing approach
based on surrogate data. In such a test numerically gen-
erated surrogate data are used that have the same fre-
quency spectra (amplitudes of Fourier coefficients) as
the original data, but their Fourier phases are random-
ized independently for each time series. Thus any depen-
dence between the series, present in the original tested
data, is removed in the surrogate data. However, the
autocorrelations (serial correlations) of individual series
are preserved. Ebisuzaki (1997) advocates an equivalent
approach to test crosscorrelations in serially correlated
data. The phase differences ∆φ(t) are then computed
from the surrogate data in the same way as from the
original tested data. The character of the phase differ-
ence is quantitatively characterized by the mean phase
coherence γ. A probability that such γo, as observed in
the analyzed data, can occur by chance without any real
dependence, is evaluated using a large number of sur-
rogate data realizations. If the probability of a random
occurrence of γ ≥ γo is smaller than, say, 5%, we say
that the statistical test is significant on the level 95%,
or with p < 0.05. Such a result is usually considered as
the statistical evidence for the existence of phase syn-
chronization in the studied pair of time series. Strictly
speaking, however, such statistical testing provides the
evidence for dependence of the phases, but not necessar-
ily for the specific physical mechanism of phase synchro-
nization. Therefore we will use the broader term “phase
coherence” instead of the more specific “phase synchro-
nization”. Paluš and Novotná (2006) give a detailed de-
scription of this testing approach, as well present the re-
sults in the case of the phase coherence between the os-
cillatory modes with a period in the range of the quasi-
biennial oscillation (QBO, 27 months in this case) in time
series of the North Atlantic Oscillation index and the
near-surface air temperature from several mid-latitude
European locations. Here we apply the same testing pro-
cedure for the phase coherence described below. Paluš
(2007) presents a more general discussion regarding the
hypothesis testing procedures using the surrogate data
techniques.

3 Data

In order to remind the previous study (Paluš and
Novotná, 2009), we briefly demonstrate some results ob-
tained using monthly mean values of the near-surface air
temperature from these stations: Prague–Klementinum
(longitude 14◦ 25’E, latitude 50◦ 05’N), Bamberg (10◦
53’E, 49◦ 53’N), Basel (07◦ 35’E, 47◦ 33’N), De Bilt (05◦
11’E, 52◦ 06’N), Potsdam (13◦ 04’E, 52◦ 23’N), Vienna
(16◦ 21’E, 48◦ 14’N), and Zurich (08◦ 34’E, 47◦ 23’N),
from the period 1901–1999 (Klein-Tank et al., 2002).

In this study we use monthly mean values of the near-
surface air temperature from the NCEP/NCAR (Kalnay

et al., 1996) and ERA40 (Simmons and Gibson, 2000)
reanalyses. We use the North Hemisphere data in the
latitudes from 0 to 70◦N in the grid of 2.5◦x2.5◦ in the
case of the ERA40 data and 1.875◦x1.9◦ in the case of
the NCEP/NCAR data. We evaluate the mean phase
coherence for temporal segments of 512 months, starting
in January 1958 (see the thick solid line in Fig. 1b). As
the only pre-processing of the data, the annual cycle was
removed by subtracting the mean values for each month
in the year.

The monthly NAO index with its description is avail-
able at http://www.cru.uea.ac.uk/cru/data/. The aa-
index was obtained from World Data Centre for Solar-
Terrestrial Physics, Chilton, http://www.ukssdc.ac.uk/
data/wdcc1/wdc menu.html. The sunspot data was
obtained from the SIDC-team, Royal Observatory
of Belgium, Ringlaan 4, 1180 Brussels, Belgium,
http://sidc.oma.be/DATA/monthssn.dat.

The time series with the monthly sampling obtained as
the monthly mean values are used in all cases of the
analysed data.
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Fig. 1. The instantaneous phase differences of pairs of the
oscillatory modes obtained using CCWT with the central
wavelet period 96 months from (a) the aa index and the near–
surface air temperature from the 6 European stations listed
in the Data section (all except of Prague-Klementinum) (thin
solid lines); the aa index and the 70 years shifted Prague-Kle-
mentinum near-surface air temperature series (dashed line);
(b) the aa index and the Prague-Klementinum (14◦ 25’E, 50◦

05’N) near-surface air temperature series (thin solid line);
the aa index and the ERA40 near-surface air temperature
closest to Prague grid point (15◦ 00’E, 50◦ 00’N) (thick
solid line); and the aa index and the ERA40 near-surface air
temperature from a no-coherence area (0◦ 00’E, 25◦ 00’N)
(dashed line).
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4 Results

In order to remind results of our previous study (Paluš
and Novotná, 2009), in Fig. 1 we plot the instantaneous
phase difference ∆φ(t) between the aa index and several
near-surface air temperature series, obtained using the
central wavelet frequency related to the period of 96
months. The thin solid lines in Fig. 1a illustrate ∆φ(t)
between aa index and temperatures from Bamberg,
Basel, De Bilt, Potsdam, Vienna and Zurich. The result
for the Prague-Klementinum series is plotted in Fig. 1b
using the thin solid line. In all cases ∆φ(t) decreases at
the beginning, however, a plateau occurs from 1950’s.
The phase coherence in the plateau was quantified using
MPC and mutual information (Paluš, 1997) and tested
using Fourier transform-based surrogate data (Paluš
and Novotná, 2006) with the results strongly support-
ing the existence of phase synchronization/coherence on
the significance levels about 99.5% (p < 0.005) (Paluš
and Novotná, 2009). For a visual demonstration of the
difference between phase coherent and non-coherent
modes, we plot ∆φ(t) between the aa index and the
Prague near-surface air temperature shifted by 70 years
(dashed line in Fig. 1a). We can see that in this case
∆φ(t) does not plateau but decreases also after 1950’s
with the same slope as before 1950’s.

Now, in order to compare station data with the reanal-
ysis gridded data, in Fig. 1b (thick solid line) we plot
the instantaneous phase difference ∆φ(t) between the
aa index and the near-surface air temperature from the
ERA40 grid point 15◦ 00’E, 50◦ 00’N (the closest ERA40
grid point to Prague). Apparently, ∆φ(t) is confined to
the plateau. On the other hand, the decreasing ∆φ(t)
(dashed line in Fig. 1b) was obtained from the ERA40
grid point 0◦ 00’E, 25◦ 00’N which, as we will se be-
low, belongs to one of the areas where no phase coher-
ence between solar/geomagnetic activity and tempera-
ture variability was observed. These two ∆φ(t) curves
also demonstrate the temporal extent of all the following
analyses - a segment of 512 months starting in January
1958, ending in August 2000.

Using the sunspot data with removed modes related to
the 11y cycle (Paluš and Novotná, 2008, 2009) and aa in-
dex and NAO index without any preprocessing, we have
computed the instantaneous phase difference ∆φ(t) be-
tween each of these three variables and near-surface air
temperature data from each grid point of both the re-
analysis sets. The instantaneous phases were obtained
from the CCWT using the central wavelet frequency re-
lated to the period of 96 months. The behaviour of ∆φ(t)
has been quantified by mean phase coherence γ accord-
ing to Eq. (3). The MPC values are mapped, using color
coding, in Fig. 2 for the ERA40 and in Fig. 3 for the
NCEP/NCAR reanalysis data. Tung and Camp (2008)
discussed some inconsistency between the ERA40 and
NCEP/NCAR reanalysis data related to derivation of
the surface temperatures. Gleisner et al. (2005) reported
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Fig. 2. The mean phase coherence between the sunspot data
(top panel), geomagnetic aa index (middle panel), NAO in-
dex (bottom panel) and the ERA40 near-surface air temper-
ature for the oscillatory modes obtained using CCWT with
the central wavelet period 96 months.
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Fig. 3. The mean phase coherence between the sunspot data
(top panel), geomagnetic aa index (middle panel), NAO in-
dex (bottom panel) and the NCEP/NCAR near-surface air
temperature for the oscillatory modes obtained using CCWT
with the central wavelet period 96 months.

that Sun-climate relations were substantially weaker in
ERA40 data than in the NCEP/NCAR data, especially
in upper troposphere thickness. Apparently our results
do not confirm such finding; at the first sight it seems
that they are even contradictory: The areas of strong
phase coherence between the solar data (top panels)
and geomagnetic aa index (middle panels) on one side
and the temperature data on the other side seem to be
more extended in the ERA40 data (Fig. 2) than in the
NCEP/NCAR data (Fig. 3). Closer inspection and con-
sideration of the different grid densities used, however,
give arguments for a quite good consistency of the ob-
tained results. Moreover, below we will discus the fact
that the observed effects are better (more sharply) lo-
calized using the NCEP/NCAR data than using the
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ERA40 data. It seems that the ERA40 data had to un-
dergo more extended spatial smoothing/averaging than
the NCEP/NCAR data, so that the observed effects are
more blurred in the ERA40 data.

5 Statistical evaluation

The statistical significance of the observed mean
phase coherence has been evaluated using the Fourier
transform-based surrogate data. For each grid point
2000 surrogate realizations have been constructed. It is
important to establish the statistical significance in each
point separately, since the MPC values and their sur-
rogate ranges depend not only on the actual coherence
strength, but also on other properties of particular data.
Thus it is impossible to establish a universal critical
value for the statistical significance. On the other hand,
the large number of statistical tests open the question
of simultaneous inference. For instance, testing all the
4176 ERA40 grid points, for the total outcome to be
significant on the 95% level, a single point test should
be significant on the level 99.999%. Such overly conser-
vative approach would diminish or destroy any signifi-
cance. A more realistic approach would need to estimate
the number of actually independent tests which is not
a trivial task. Therefore we present significance based
on single tests in Fig. 4 for the ERA40 and in Fig. 5 for
the NCEP/NCAR reanalysis data. We remind that we
were able to perform appropriate tests using the above
mentioned station data, so that the statistical evidence
for the existence of the discussed phase coherence has
been presented in (Paluš and Novotná, 2009). Here, the
spatially mapped statistical significance levels should
not, at least formally, be considered as a statistical
evidence, but rather as orientation information.

6 Discussion of the results

A quick comparison of the top and middle panels in
Figs. 2–5 remind the results from the station data (Paluš
and Novotná, 2009) where the coherence of temperature
with the sunspot data has been weaker than that with
the geomagnetic data, however, all the results were sta-
tistically significant. Here not only the areas of coher-
ence between temperature and the sunspot data are less
extended than those of coherence between temperature
and the aa index, but even the results are not significant
in the areas where the station data gave the significant
results (e.g. Czech Republic, Germany). This discrep-
ancy between the station and reanalysis data can evokes
a suspicion that the solar signal is partially attenuated
in the reanalysis data. This problem should be clarified
in future studies using other solar data.

The areas of strong phase coherence between the tem-
perature and the geomagnetic aa index (middle panels in
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Fig. 4. The significance levels for the mean phase coher-
ence between the sunspot data (top panel), geomagnetic
aa index (middle panel), NAO index (bottom panel) and
the ERA40 near-surface air temperature for the oscillatory
modes obtained using CCWT with the central wavelet pe-
riod 96 months. The shadowed levels are 80% (p < 0.2, light
grey), 90% (p < 0.1, dark grey), and 95% (p < 0.05, black).
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Fig. 5. The significance levels for the mean phase coher-
ence between the sunspot data (top panel), geomagnetic aa
index (middle panel), NAO index (bottom panel) and the
NCEP/NCAR near-surface air temperature for the oscilla-
tory modes obtained using CCWT with the central wavelet
period 96 months. The shadowed levels are 80% (p < 0.2,
light grey), 90% (p < 0.1, dark grey), and 95% (p < 0.05,
black).

Figs. 2–5) are quite more extended and statistically sig-
nificant consistently with the station data. If we focus on
the Eastern Hemisphere with latitude extent 30-70◦N we
can observe that the high coherence areas are confined
to land areas. Here we can see the high spatial resolution
of the NCEP/NCAR data (Fig. 3) – the Baltic Sea is
clearly distinguished by low coherence from high coher-
ence over the surrounding land, while this distinction is
totally blurred in the ERA40 data (Fig. 2). Therefore it
would be more useful to discuss the NCEP/NCAR data
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results due to the more precise localization of the ob-
served coherence phenomena. We can see that the high
coherence region extents over Northern, Western and
Central Europe further to the East, leaving out most of
the Southern European areas. Then it spreads eastward
over Asia, extending more to the South in the far East.
Looking back to Scandinavia and continuing eastward
toward Russia, the coherence area is squeezed a bit to
the South, probably due to influence of the Arctic Ocean.
The return of the high coherence back to the North at the
far East is apparently due to the land extended more to
the North – the north-most maximum between 100 and
125◦E is apparently due to Tajmyr peninsula followed
northward by the Severnaja Zemlja archipelago. The
north-most high coherence spot around 150◦E is proba-
bly due to area of Cape Svjatoj Nos followed northward
by Ljahovskie and Novosibirskie archipelagos. This spot
is bounded from the South and East, probably due to
the influence of the Okhotsk Sea from the South and the
East Siberian Sea from the East. This correspondence
of the high coherence with the land is clear only in the
considered strip between 30-70◦N on the Eastern Hemi-
sphere, possibly including Great Britain and Ireland on
the West, if we consider also the sunspot data. In other
parts of the world high coherence areas cover parts of
the land as well as parts of seas and oceans and these
patterns require further study.

Considering again the suspicion that the smaller extent
of the areas of high coherence of temperature with the
sunspot data is due to lower quality of the data could im-
ply that these areas should be subsets of the coherence
areas of temperature with the aa index. This seems to
be the case, with the one exception – Great Britain and
Ireland, the areas with quite high and statistically sig-
nificant phase coherence between temperature and the
sunspot data, but with low and insignificant coherence
with the aa index.

Since Paluš and Novotná (2009) observed mutual co-
herence of temperature, the sunspot data, the aa index
and the NAO index, it might be useful to study also
the coherence patterns between temperature and the
NAO index (bottom panels in Fig. 2–5). These areas are
the most extended and include consistently the areas of
phase coherence of temperature with the geomagnetic
aa index and consequently also the areas of coherence
with the sunspot data, however, with the exception of
Great Britain and Ireland, as noted above. These find-
ings could open the debate about the role of the NAO in
possible transmission of the solar signal from the strato-
sphere to the troposphere.

7 General discussion and conclusion

Paluš and Novotná (2007, 2008) proved existence of com-
mon oscillatory modes (i.e., the modes with the same av-
erage period) in the solar/geomagnetic and climate data.

Therefore they were able to apply the synchronization
analysis (Pikovsky et al., 2001; Paluš, 1997; Paluš and
Novotná, 2006) in order to find a possible dependence be-
tween the phases of the observed oscillatory modes, and
thus to find possible relationships of the solar, geomag-
netic and climate variability. The phase coherence has
been found and statistically confirmed in relationships of
the oscillatory modes with the period of approximately
7–8 years detected in the sunspot data, the aa index, the
NAO index and the near-surface air temperature from
several European stations, starting in 1950’s. Thejll et al.
(2003) observed correlations between the geomagnetic
Ap index and the winter NAO, increasing from 1950’s,
although statistically significant from 1970’s. Using fil-
tered data of the yearly aa index and the winter NAO in-
dex, Lukianova and Alekseev (2004) claim that their cor-
relation is significant since the end of 1940’s. Paluš and
Novotná (2009) have observed a dependence between the
solar activity represented by the sunspot numbers and
the geomagnetic aa index, and the climate variability,
represented by the NAO index and the near-surface air
temperature, statistically significant from 1950’s in the
continuous monthly records independent of the season,
and without any special preprocessing such as removal
of El Niño and volcanic signals, however, confined to the
temporal scale related to the oscillations with the period
of about 7–8 years. Here we study the North Hemisphere
patterns of phase coherence between solar/geomagmetic
activity and NCEP/NCAR and ERA40 near-surface air
temperature in period 7-8y oscillatory modes, again in
the continuous monthly records independent of the sea-
son, and without any special data preprocessing. The
temporal scale related to the oscillatory period 7-8y has
not been chosen arbitrarily, but based on our previous
results proving the existence of the period 7-8y oscilla-
tory modes in the solar/geomagnetic and climate data
(Paluš and Novotná, 1998, 2004, 2007, 2008).

It is important to note that our results (Paluš and
Novotná, 1998, 2004, 2007, 2008) are not isolated in
the scientific literature. Plaut et al. (1995) detected an
oscillatory component with the period 7.7y in 335y long
central England temperature record. The oscillatory
mode with the period of 7.8 years has been detected
in the NAO, in the Arctic Oscillation, in the Uppsala
winter near-surface air temperature, as well as in the
Baltic Sea ice annual maximum extent by Jevrejeva and
Moore (2001). Applying MCSAA on the winter NAO
index, Gámiz-Fortis et al. (2002) detected oscillations
with the period 7.7 years. Unal and Ghil (1995) and
Jevrejeva et al. (2006) observed oscillations with peri-
ods of 7 – 8.5 years in a number of sea level records.
Feliks and Ghil (2007) report the significant oscillatory
mode with the 7.8 year period in the Nile River record,
the Jerusalem precipitation, tree rings and in the NAO
index. Da Costa and Colin de Verdiere (2002) have
detected oscillations with the period 7.7 years in inter-
actions of the sea surface temperature and the sea level
pressure. Using global sea-surface temperature fields,
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Moron et al. (1998) observed 7–8y oscillations involving
the entire double-gyre circulation of the North Atlantic.
In an analysis of the mechanisms responsible for inter-
annual variability in the Greenland Iceland-Norwegian
Seas, Gámiz-Fortis and Sutton (2007) obtained a quasi-
periodic, similar to 7-year signal in sea surface tempera-
ture and sea surface salinity using a control integration
of the HadCM3 coupled climate model. Thus the os-
cillatory phenomena with the period 7-8y present an
important part of climate variability. We have shown
the North Hemisphere patterns of phase coherence be-
tween the period 7-8y oscillatory modes in near-surface
air temperature and solar/geomagnetic activity. While
other studies (Gleisner et al., 2005; Tung and Camp,
2008) point to inconsistencies in solar responses, or even
inconsistencies in occurrence of approximate 8y period-
icities (Pǐsoft et al., 2009) when comparing the ERA40
and NCEP/NCAR reanalysis datasets, using the tem-
poral scale of naturally existing oscillatory phenomena
we have found consistent results using both the ERA40
and NCEP/NCAR reanalysis data. We have pointed
out to a possible role of the NAO in the transmission
of the solar influence from the stratosphere to the tro-
posphere. Most of the results, however, require further
study and understanding. The future aims range from
technical tasks (analysis of different solar data, inclusion
of the Southern Hemisphere), through theoretical chal-
lenges related to the origin of the observed oscillatory
modes and their interactions (Does NAO play a role in
the solar signal transition mechanism from the strato-
sphere to the troposphere? Is there other mechanism
influencing Great Britain and Ireland? Or, is NAO the
instigator of the observed phase coherence and other
synchronization phenomena which can lead to climate
shifts, as recently proposed by Wang et al. (2009)? ) to
the quite critical question about the role of this part of
climate variability in the present climate change.

The atmospheric processes are nonlinear and thus we
cannot expect full understanding of weather and climate
evolution within the framework of linear theory. Non-
linear phenomena such as phase synchronization can
help to understand cooperative behaviour and coupling
within atmospheric phenomena and with possible exter-
nal influences. We believe that the presented results will
foster relevant discussions and the research in this direc-
tion can contribute to understanding of the role of the
solar and geomagnetic activity in the climate change.
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