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Logics of cognitive strategies

Referentiality vs. many-valuedeness

Ryszard  Wójcicki

The nowadays interpretations of Lukasiewicz’s logics are motivated by some pragmatic rather than epistemological considerations and it hardly can be otherwise. The idea of possibility’s strength is dramatically enigmatic. And yet – as I am going to argue – Łukasiwicz put finger on an issue of fundamental episteic relevance The message underlying his considerations is:    

The logical structure of valid arguments should reflect our abilities of learning actual states of affairs.
The question is how this desideratum has to be understood and what should be done in order to satisfy it. 

I’ll reduce my presentation to a selected class of 0-order languages 
L = (L, (, (, (, (, …)

Where (1) L is the set of elementary (non-compound) formulas of L, (2) its initial connectives (, (,  (, ( are characteristic of numerous propositional, notablyl many-valued, logics.

A logical matrix for L (Łukasiewicz, Tarski, 1930)  is a couple (A, D) such that A is an algebra similar to L and D is an arbitrary non-empty set of its “distinguished elements.”

Deducibility relation: Given a set of formulas X, a formula ( of language L and given a logical matrix M = (A, D) for L, one may define (Łoś, Suszko, XXX) (consequence operation under another wording) |(M as follows:  

X |(M ( iff for every valuation h of formulas of L in (A, D) (i.e., every homomorphism h: L (( A), hX ( D implies that h( ( D. 

Formulaic vs. deductive logics.  Rather than writing ( |(M ( it is customary to write  |(M ( and refer to all formulas ( such |(M ( as “logic”. A logic thus understood will be referred to as logic in the formulaic sense of the word. Of my interest will deducibility relations (logics in deductive sense of the word) not merely characteristic of them tautologies (formulas deducible from the empty set). 

Of the two concepts of logic, the latter defines uniquely the latter, but not vice versa. 

Note. Even if formulaic and deductive variants of a logic are interdefinable, they still may display some essentially different properties. Thus e.g. while one may define in the intuitionistic logic new connectives in term of old one in such a way that that the logic corresponding to them will be the familiar two-valued logic in the formulaic sense of the word [Gödel 1932], one cannot do this [Wójcicki 1970] if the intended result is to have classical logic in the deductive sense of the word.  

Structurality condition: Matrix logics (ones which preserve distinguished values of a matrix providing interpretation for the relevant language) are but one of many categories of propositional logics definable in the same language. At least it is so, if by logic we mean deducibility relation |( that satisfies structurality condition:

If X |( (, then, eX |( e(, for all substitutions e (endomorphisms of the algebra of formulas L). 

All matrix deducibility relations are structural but not vice versa (Łoś, Suszko, 1958) 

A many-valued logics in the standard Łukasiewiczian sense of the word is a formulaic logic {(:  ( |(M (}, such that (1) the primitive connectives of its language are (, (, (, ( (one may expand their list by defining some additional ones in terms of them), (2)  M = (A, {1}), such that the set of all elements of A are is either {0, 1/n, …, n-1/n, 1}, n being a fixed integer (the case of a finitely many-valued Łukasiewicz matrix) or n is running over all integers (the case of infinitely many Łukasiewicz matrix).
In what follows I am using term logic in deductive rather than formulaic sense of the word. Thus in particular by Łukasiewicz logic I shall mean |(M, M being a Łukasiewicz matrix rather than  formulaic {(:  ( |(M (}. 

A referential logic is a matrix logic  |(M, M = (A,{1A}), such that (1) The primitive connectives of the language of |(M may not reduces to (, (, (, ( (2) all elements of algebra A are sequences, e = e1, e2, e3,…, ei, …  of the same, not necessary finite length, every ei being either 1 or 0,  and (3) 1A is the sequence e  of A whose all elements ei, = 1.
A Bookean grounded referential logic: is a referential logic |(M, M = (A,1A) such that for every two  formulas (, (, of L and for every valuation h in M,   if  h( =  e1, e2, e3,…, ei,… and h( =  s1, s2, s3,…, si,…, the following conditions are satisfied:

(1) h(( = (e1, (e2, (e3,…, (ei,…, 

(2) h(((() = e1(s1, e2(s2,…, ei,(s2… 

(the same (3) for ( and (4) for ()
(depending on the context  (, (, (, ( stand for either connectives of L or for Boolean operations on {0.1})
NOTE. The way in which referential matrices are related to many valued ones is fairly obvious. Thus e.g., the simplest one of all referential matrices is a two-element matrix (A, D), i.e., one whose all elements are one-element sequences, i.e. either {1} or {0}.  This matrix is the familiar matrix of two-valued classical propositional logics. A more complex is a matrix whose elements are: . <1,1>, <1,0>, <0,1>, and <0.0>, with <1,1> being the designated element..         

Probabilistic matrices. A matrix M = (A,D) is a probabilistic matrix for L, iff the following conditions are satisfied: 

· M is a denumerably infinite (elements of A denumerably infinite), Boolean grounded referential matrix.

· |(M, is Boolean grounded. 

· An element e of  A is in D iff there is a rational numbers x in [0, 1],  such that the sequence of arithmetic means of the form e1, e1 + e2/2,  e1 + e2 + e3/2 +… converges to x,  

Trivial probabilistic matrices: A matrix M’ = (A,1D), is a trivial probabilistic matrix for L, iff there is a probabilistic matrix M = (A,D) such that 1D is the subset of D which is comprised of those elements e in D for which the described above sequence of arithmetic means converges to 1.

Ideal vs. actual cognition. We are not able to carry out infinitely many experiments, to consult infinitely many experts and/or to examine infinitely many possible worlds. Since the things are as they are, all our truth value claims and all our probability estimations are fallible. But this fact in no way implies that our efforts to define the logical structure of valid arguments has no chance to be successful. 

Their successfulness depends on whether it is possible to stop investigations into examined phenomena and jump to conclusions about regularities characteristic to them at the moment when thus formed default conclusions are “true” i.e. continuing the investigations, would not undermine the conclusions. The question of whether reaching truth in the just defined sense of the word is possible or not is the question of the actual structure of the examined part of the world. 

At the recent historical period, scientist seeking to expand knowledge, which deserves to called that way, make chiefly (I would hesitate to say exclusively!) use of three kind of arguments: Boolean (governed by deduction rules of two valued predicate logic), probabilistic and default. Formal conditions of validity of both Boolean and probabilistic arguments are rigorously definable in terms of relevant rules of inference. Factual take the form of conditions which cannot be stated in a purely formal manned. Thus, for instance, in order for a Boolean argument to be factually valid, its premises should be true. So should be premises of probabilistic argument. The case of default arguments is special. There are no formal rules of validity of default arguments. The factual rules of their validity are stated in vague  escaping any objective interpretation language. 
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5. Modal logics. Various “classical” modal logics, such as e.g. Feys-von Wright’s logic T, Lewis’ logics S4 , S5, are “self-extensional” (see Wójcicki [1979]) and as such have a referential matrix interpretation. The epistemic matrix representations extend considerably the possibility of providing some intuitive interpretations of non-classical connectives. Thus  e.g,, one may set an e-referential interpretation of the necessity connective  ( by postulating that its algebraic counterpart is defined as follows:

((e) = 1,1,…,1,… whenever e ( D, or ((e) = 0,0,…,0,… otherwise

With ( being defined,  one may follow the familiar policy and put ( = (((. 

6. “Constructive” negation. The idea of constructive truth is a typically formal idea. It is not clear what it may mean when truth is mean to be factual truth (one that can be established by empirical investigations. Anyway, roughly speaking, if for some formula ( it is not possible to demonstrate that it is true (logically valid?) than one has to accept as valid its negation. The below idea is not intended to initiate forming another logic in the enormous abundance of already exiting, but merely to demonstrate capacities of epistemic semantic. Postulate: 

((e) = 1,1,…,1,… whenever e ( D, or ((e) =  ( (e) otherwise

Check that (1) |( p ( (p, (2) |( p ( ((p; but (3)  |( ((p ( p.

7. Probability, possible world and other semantic ideas. It goes without saying that sequences e1 + e2 + … +en /n m of the kind discussed in section 3. may diverge  to any x in the interval [0,1]. That opens the possibility of combining semantic analyses which are carried out in terms of confirmation, disconfirmation, logical truth with those carried out in terms of probabilities. Both attractiveness and feasibility of this approach is debatable. The capacity of epistemic semantics seems to be enormous. For the reasons I have mentioned already it is definitely much larger than that of many-valued semantics; the latter is (which, incidentally on many occasions, may be its advantage) a simplified version of the former. 

