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OUTLINE

. ROUNDING ERROR EFFECTS: DELAY OF CONVERGENCE
AND MAXIMUM AT TAINABLE ACCURACY

. BACKWARD ERROR AND BACKWARD STABILITY

. LOSS OF ORTHOGONALITY AND NUMERICAL BEHAV-
IOR OF GMRES: HOUSEHOLDER GMRES, MGS AND
CGS GMRES

. HOW TO MAKE SIMPLER GMRES AND GCR MORE
STABLE: ADAPTIVE SIMPLER GMRES



ITERATIVE METHODS IN EXACT ARITHMETIC

generate approximate solutions to the solution of Ax = b

Oy L1y-+-y3Ln —
with residual vectors rg = b — Axqg,...,tn = b— Axyp, — O
METHODS IN FINITE PRECISION ARITHMETIC

compute approximations (g, L1, - - - , £n, and updated residual
vectors g, "1, - - . , ', Which are usually close to (but different
from) the true residuals b — A:Bn



TWO MAIN QUESTIONS

e How good is the computed approximate solution z,? How
many (extra) steps do we need to reach the same accuracy
as one can get in the exact method?

e How well the computed vector 7, approximates the (true)
residual b — Ax,, 7 Is there a limitation on the accuracy of the
computed approximate solution?

TWO EFFECTS OF ROUNDING ERRORS:
DELAY OF CONVERGENCE AND LIMITING
(MAXIMUM AT TAINABLE) ACCURACY
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THE CONCEPT OF BACKWARD STABILITY

A backward stable algorithm eventually computes the exact an-
swer to a nearby problem, i.e. the vector x, satisfying

[AAnR](Fy/IlA

<— T he normwise

() < OCe), [[Abnll/||b]] < O(e)

backward error associated with the approx-

imate solution z,, satisfies

b-ATall ()

16+ Al 7yl Znl

Prager, Oettli, 1964; Rigal, Gaches, 1967

see also Higham, 2nd ed. 2002; Stewart, Sun, 1990; Meurant 1999
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THE LEVEL OF MAXIMUM AT TAINABLE
ACCURACY

We are looking for the difference between the updated r, and
true residual b— Az, (divided by ||A||||zn||+ ||6|] or ||Al|l pllZn]|+|5]])

|b—AZp—7pl| -
[Al[l|lzn ||+l =

_ - [b—AZnl| -
|7nll — O == liMn—co Az, T BT <

In the optimal case the bound is of O(e); then we have a back-
ward stable solution
Chris Paige, R, Strakos, 2006
7



MOTIVATION: SYMMETRIC LANCZOS
PROCESS AND CONJUGATE GRADIENT
METHOD

THE CONCEPT OF CONVERGENCE DELAY

Greenbaum, 1989, Strakos, Greenbaum, 1991
Paige, Strakos, 1999

Meurant, Strakos, Acta Numerica 2006
Strakos, Liesen, ZAMM 2006

Delay in convergence of the conjugate gradient method (due to

rounding errors) is given by the rank-deficiency of the computed
LLanczos basis!
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NONSYMMETRIC ARNOLDI PROCESS AND
THE GMRES METHOD

Saad, Schultz 1986

THE CORRECTED PRINCIPLE OF
CONVERGENCE DELAY:

Once the rank-deficiency occurs in the Arnoldi process the GM-
RES method stagnates on its final accuracy level

THEORETICAL JUSTIFICATION?



BASIC QUESTION:

How important is the orthogonality of computed basis vectors in
the GMRES method?

ANSWER:

For solving the system accurately we do not need fully orthog-
onal vectors - we need their linear independence! The crucial
thing is a complete loss of their orthogonality!
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Axr = b

A e RNV:N A nonsingular, b e RN

THE GMRES METHOD:

xo, 0 = b — Axq,
Kn(A,rg) = span {rg, Arg, - .. ,An_lro}

Tn € TO + Kn(Aa TO)

Ib— Azpl=  min  ||b— Aul
u€xog+Kn(A,rg)
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IMPLEMENTATION OF GMRES

Tp = fl(fUO + Vn@’n)

Arnoldi (orthogonalization) process:

The loss of orthogonality (loss of rank) in Vi, = [v1,vo, ...

1T = VIV, <7, on(Vy) <7

Upper-Hessenberg least squares problem:

The (in)accurate y, = fl(arg miny|| ||roller — Hp41 nyll)
K/(Hn—|—1,n) <7

y Un]
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THE NONSYMMETRIC ARNOLDI PROCESS

Vn — [v].aUQa' . 7Un]

Arnoldi process is a (recursive) column-oriented QR de-
composition of [rg, AV,]!

[0, AVn] = Vn—l—l[”rOHela Hn—l—l,n]

H, 11, 1S an upper Hessenberg matrix
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WELL-PRESERVED ORTHOGONALITY =
BACKWARD STABILITY

HOUSEHOLDER GMRES:

11 = Vi Vall < OCe)

Wilkinson 1967, Walker 1988, 1989

[b—AZy|
TAlENTE e < OC€)

x represents an exact solution to the nearby problem

(A4+ AA)TNny =b+ Ab
Greenbaum, DrkoSova, R, Strakos, 1995
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GRAM-SCHMIDT GMRES

MODIFIED GRAM-SCHMIDT:

11 = V) Vall < O(e)r([ro, AVnl)

Bjorck, 1967
Bjorck, Paige, 19992

CLASSICAL GRAM-SCHMIDT:

1T — VIV, < O(e)w?([ro, AVR])

van den Eshof, Giraud, Langou, R, 2005
Smoktunowicz, Barlow, Langou, 2006
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The GRAM-SCHMIDT GMRES
IMPLEMENTATION

The (modified) Gram-Schmidt version of GMRES (MGS-GMRES)
is efficient, but looses orthogonality.

The rank-deficiency (total loss of orthogonality = loss of linear
independence of computed basis vectors) in the Arnoldi process
with (modified) Gram-Schmidt can occur only after GMRES
reaches its final accuracy level!

Greenbaum, R, Strakos, 1997
Paige, R, Strakos, 2006

GMRES WITH CGS ARNOLDI PROCESS
van den Eshof, Giraud, Langou, R, 2005
Smoktunowicz, Barlow, Langou, 2006
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modified Gramm-Schmidt implementation
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GMRES WITH MGS ARNOLDI PROCESS

The MGS-GMRES implementation is a backward stable itera-
tive method.

STATEMENT:

For some iteration step n < N the computed approximate solu-
tion x, satisfies

(A+ AA)Tn = b+ Aby,
A AR /I[A]l < OC(e), [[Abn]l/|Ib]] < O(e)

Paige, R, Strakos, 2006
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HOW TO MAKE SIMPLER GMRES AND GCR
MORE STABLE
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MINIMUM RESIDUAL METHODS

Tn € L0 _I_ Kn(A, TO), Thm — b — Amn

Kn(A,7g) = span{rg, Arg, ..., A" 1rg}

||Tn|| — minuExo+Kn(A,To) ||b o AUH

<~
Tn J_ AKn(A, TO)
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THE SIMPLER GMRES APPROACH

lq1, Zy,—1]: a basis of Kn(A,rg), q1 =ro/l|To

| 1 Zn—1exll = 1
Vi: an orthonormal basis of AK,(A,rg), VIV, =1

Alq1, Zn—1]l = ViuUp, Vi =[v1,...,vn]

rn L AKn(A,rg) = R(Vp)
(i

rn = (I — ang)ro = rp_1 — QnUn, an = (rp_1,Un).

rn = x0 + [q1, Zn—1ltn, Untn = VnT"“O = (ay,. .., Oén)T-

Walker, Zhou, 1994
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ROUNDING ERROR ANALYSIS

e The QR decomposition:
A[Qla Zn—l] = VinUn + Fh, ||Fn|| < 0(5)||A||||[QI> Zn—l]“

Wilkinson, 1963, Bjorck, 1967

e Solution of the triangular system:
(Un + AU = (aq,...,an)t, |AU| < O(e)|Un|

Wilkinson, 1963
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MAXIMUM AT TAINABLE ACCURACY:
THE BACKWARD AND FORWARD ERROR

16 — AZn — |
[A[[l|Znl

< 0(e)n(la1, Zn1]) (1 + ”"fo”> |

%]

20 = 2nll < o eyn(aYs(lar. 2,2l T 2ol

(E4| ]

29



THE CHOICE [q1, Z,_1] = [q1, Vi,—1]

The simpler approach = Simpler GMRES of Walker and Zhou,1994.

[q1, Vi,,—1] is of full column rank if rg & AK,,_1(A, rg).

Conditioning of [¢1,V,,_1] related to the convergence of
residuals, Walker and Zhou, 1994, Liesen,R, Strakos 2002

ol 7ol
< k(lq1,Vn-1]) <2 -
”rn—l” ”Tn—lH
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Tnl]

THE CHOICE [¢1,Z,,_1] = Rn = [—||T0||""’||7“n 1

The simpler approach = SGMRES (new implementation)

R,, is of full-column rank if
ro € AK,_1(A,rg) and ||ro|| > -+ > ||lrp—1]l-

Conditioning of R,, related to the stagnation of residuals:

2 2
_ B —1 ||7i— +I7i
k(Rn) <nl2ym, = \/ L+ Sicl el
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THANK YOU FOR YOUR
ATTENTION!
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THE UPDATE APPROACH: ORTHODIR,
ORTHOMIN, GCR, GMRESR

V. an orthonormal basis of AK,(A,rg), VIV, =1
Alq1, Zn—1]l = ViulUp, Vi =[v1,...,vn]

P, = A~1Vv,,: AT A-orthonormal basis of Kn(A,rg)

[Q:I.aZn—l] :PnUna PnE [p17°°°7pn]

Y

Tn = Tp_1+ Qnpn, —
— Qn — <7an—17 ’Un>
Tn _— 'r'n_]_ - Oén'Un,

/insome, 1976, Young, Jea, 1980, Elman et al. 1983, van der Vorst, Vuik, 1990
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