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Abstract

The bahaviour of the estimate for the quotient
‖rm+k‖/‖r0‖ is investigated for GMRES(m, k)
method. Sufficient conditions for convergence are
formulated. All estimates are independent of the
choice of an initial approximation.

Let us consider the GMRES method for solving
the non-Hermitian and non-singular system

Ax = b, A ∈ CCC
n×n, x, b ∈ CCC

n. (1)

In what follows, let x0 be an initial approxima-
tion, r0 = b − Ax0 6= 0 the associated residual,
v = r0/‖r0‖ and Vj = [Av, A2v, . . . , Ajv] .

We will consider the GMRES(m, k) method, what
means that to Km(A, r0) a space Yk of dimen-
sion k is added.
If we carry out the GMRES(m, k) process, we
practically perform the GMRES algorithm, but we
manipulate with the space Km(A, r0) + Yk in-
stead of Km(A, r0). (For more details see Morgan,

Zı́tko.)

Put s = m + k and let Yk = span{Yk} , where
Yk ∈ CCC

n×k.
Assumption 1. Let all considered Krylov and
augmented Krylov subspaces have a maximal di-
mension.

1. The first restarted run of GMRES( m, k).
Conclusions for restarted GMRES.

In the first restart we usually put yj = Am+j−1r0 for
j = 1, 2, . . . , k. Hence the estimate for ‖rs‖

2/‖r0‖
2 is

equivalent with the estimate for GMRES(s). The approxi-
mation xs ∈ x0 + Ks(A, r0), rs = b − Axs. We have
rs = ‖r0‖v −qs(A)v, where rs ⊥ span{Vs} and qs is the
polynomial of degree at most s such that qs(0) = 0. (We
will write qs ∈ P0

s .)
It is ‖r(α)‖ ≥ ‖rs‖, where r(α) = ‖r0‖v − αq(A)v,
q ∈ P0

s and α ∈ CCC and the same inequality holds for the
vector r, where r = argr(α) min

α∈CCC

‖r(α)‖. We obtain for

the quotient ‖rs‖
2/‖r0‖

2:

‖rs‖
2/‖r0‖

2 =

1 −

|vHqs(A)v|2

‖qs(A)v‖2


 (2)

≤

1 − max

q∈P0
s

min
w∈Sn

|wHq(A)w|2

‖q(A)‖2




=

1 − max

q∈P0
s

min
w∈Sn

|wHHqw|2 + |wHSqw|2

‖(q(A))‖2


.

The matrices Hq and iSq denote the Hermitian and
skew-Hermitian part of the matrix q(A) respectively.
Remark 1 {for GMRES(s)}. As s can lie in the set {1, 2, . . . , n−1} we
have the folowing result formulated for GMRES in real case by [Grcar].
Proposition 1. Let s ∈ {1, 2, . . . , n − 1}. If a polynomial q of degree
s with q(0) = 0 exists such that

min
w∈Sn

|wHHqw| > 0, or min
w∈Sn

|wHSqw| > 0.

Then GMRES(j) is convergent for all j ≥ s, i.e., the iterations converge
to the unique solution of (1).

Remark 2. It holds for arbitrary x ∈ Sn and q ∈ P0
s :

xHq2(A)x = xH(Hq + iSq)
2x =

‖Hqx‖2 − ‖Sqx‖2 + i2Re(xHHqSqx).

Now we apply the original results of [Szyld and Simoncini] for the poly-

nomial q(A) in the complex case and we obtain the following result.

Let Hq be nonsingular and ‖SqH
−1
q ‖ < 1 or Sq be nonsingular and

‖HqS
−1
q ‖ < 1. Then Re(xHq2(A)x) > 0 for all x ∈ Sn and hence

GMRES(j) is convergent for all j ≥ 2s.

2. Augmented GMRES method

Let y ∈ CCC
n is added to Km(A, r0). The iteration xm+1 is

constructed in x0 + Km(A, r0) + span{y}. In this case
s = m+1. Let the corresponding residual vector rm+1 be
written in the form

rm+1 = ‖r0‖v − (qm(A)v + βqmAy), (3)

where the coefficients of the polynomial qm ∈ P0
m and

βqm ∈ CCC are determined such that
rm+1 ⊥ span{Vm, Ay}. Especially, rm+1 ⊥
(qm(A)v + βqmAy). Hence for arbitrary polynomial q ∈

P0
m and β ∈ CCC we have

‖rm+1‖ ≤ ‖r‖ where r = ‖r0‖v − q(A)v − βAy=
(‖r0‖I − q(A)︸ ︷︷ ︸

p(A)

)v − A ŷ︸︷︷︸
βy

and p(0) = ‖r0‖. The last

relations yield the following theoretical theorem.
Proposition 2. Let m ∈ {1, 2, . . . , n − 1} and p be a
polynomial of degree at most m, p(0) = ‖r0‖. If the vector
ŷ ∈ CCC

n solves the equation

Aŷ = p(A)v. (4)

Then rm+1 = r = 0.
Similar formulation is given by [Saad.] But to solve the
equation (4) is the problem equivalent with the original one.
Let Yk ⊂ CCC

n be added to Km(A, r0). We have, roughly
speaking, two opportunities in practice:
The space Yk is chosen arbitrary, or
The space Yk is an invariant subspace.
Bacause the estimates are formally identical, we will sup-
pose that Yk is an invariant subspace. All estimates will be
considered after the second restart.

3. Let an invariant subspace Yk = span{Yk} be
added to Km(A, r0) in all restarted runs.

After the first restart we use the fact that that the new ini-
tial residual r0 ⊥ span{Yk}, i.e. rH

0 Yk = vHYk = 0
and rs ⊥ span{Vm, AYk}. Because span{AYk} =
span{Yk}, we can take the matrix P = U(UHU)−1UH ,
where U = [q(A)v, Yk] for the orthogonal projector for the
space span{q(A)v, AYk}. We have

‖rs‖
2 = ‖r0‖

2 − rH
0 Pr0

= (1 − (UHv)H(UHU)−1UHv)‖r0‖
2.

However UHv =
[

(q(A)v)Hv
Y H

k v

]
=

[
(q(A)v)Hv
0 (dimk)

]
= ((q(A)v)Hv)e1

and hence ‖rs‖
2/‖r0‖

2

≤ 1 − |vHq(A)v|2eT
1 (UHU)−1e1 ≤ 1 − |vHq(A)v|2/‖q(A)‖2

where v ⊥ span{Yk}. Let Ln−k = {w ∈ CCC
n|wHYk = 0},

Sn−k = {Sn ∩ Ln−k}.
Theorem 1. Let the invariant subspace span{Yk}
be added to the corresponding Krylov subspace for all
restarted runs. Then for all restarts, excepts for the first
one, we have the estimate

‖rs‖
2

‖r0‖2
≤ 1 − max

q∈P0
m

min
w∈Sn−k

|wHq(A)w|2

‖q(A)‖2
(5)

Remark 3. The same estimate is obtained if arbitrary vec-
tors are added to the Krylov subspace in all restarts. In this

case we consider minimum for w ∈ Sn, wHAYk = 0 in
the last formula.
Theorem 2. Let m, k, s ∈ {1, 2, . . . , n−1}, s = m+k <
n. Let the invariant subspace span{Yk} be added to the
corresponding Krylov subspace for all restarted runs. Let a
polynomial q ∈ P0

m exists such, that the system of equa-
tions

wHq(A)w = 0 (6)
wHYk = 0 (7)

has only the solution w = 0 in Cn (or equivalently does
not have any solutin on Sn.) Then GMRES(m, k) is con-
vergent.
Conclusion. Let the equation (6) has a nontrivial solution,
i.e., 0 ∈ W (q(A))- field of values of the matrix q(A).
Let M = {W (q(A)) ∩ Sn|wHq(A)w = 0}. The condi-
tion (7) offers to find Yk such that uHYk 6= 0∀u ∈ M and
therefore make do the quotient in (5) less than 1.

4. Let a nearly invariant subspace be added to
Km(A, r0) in all restarted runs.

Let Θ(X, Y ) denotes the gap between subspaces X and
Y . Let the space Yk be added to Km(A, r0) in some
restart and the residual rs be obtained after one restarted
run. Let us write r+

0 = rs and let the space Y+ be added
to K(A, r0) in the next restart with the residual vector r+

s .
We have v+ = r0+/‖r0+‖, v+ ⊥ AYk. Let Y be an in-
variant subspace. Let Ln−k = Y⊥ and

Ŝn−k = {v ∈ CCC
n, ‖v‖ = 1| sin ∠(v, Ln−k) ≤ ε}

Theorem 3. Let ε ∈ (0, 1), Θ(AYk, Y) ≤ ε and
Θ(AY+

k , Y) ≤ ε. Then

‖rs+‖2

‖r0+‖2
≤ 1 − max

q∈P0
m

min
w∈Ŝn−k

|wHq(A)w|2

‖q(A)‖2

5. Conclusions.

Restarting slows down the convergence and trouble may be
caused by the presence of the eigenvalues nearest to zero.
These are bad because it is impossible to have a polyno-
mial p of degree n such that p(0) = 1 and |p(z)| < 1
on any Jordan curve around the origin (see [Greenbaum,
p55]). Usually, an eigenspace corresponding to the small-
est eigenvalues is taken for Yk and the corresponding algo-
rithms give good results ([Morgan, Saad]). If GMRES(m)
is convergent and if arbitrary vectors are add to Km(A, r0),
then the numerical results are not in many cases essentially
better, i.e. we do not improve the convergence. In this theo-
retical paper, an arbitrary invariant subspace is considered
and the question ”to find some sufficient condition for con-
vergence” is transformed to the question whether the inter-
section of fields of values and sets of the form (7) contains
zero or not. The field of values are considered for vectors
in spaces perpendicular to a chosen invariant space.
The open question 1. Given a polynomial q. To estimate
all solutions of the equation wHq(A)w = 0 on Sn−k and
analogously for the equations wHHqw = 0; wHSqw = 0;
The open question 2. To find min{|z| : z ∈ F(A)} and
analogously for Hq and Sq.
The open question 3. To construct, for special matrices and
polynomials, the behaviour of the integer function f(j) =

1 − maxqj∈P0
j
minw∈Sn−k

|wHqj(A)w|2

‖qj(A)‖2 , j ∈ [1, restart]

and compare f(j) with the behaviour of the sequence

{
‖rj‖

2

‖r0‖2}
restart
j=1 . (This would be the answer on the question

how descriptive are these bounds.)
The open question 4. How to find very fast an inexact ap-
proximate solution of (4)?
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