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Abstract

We present an algebraic multilevel method that is based on sparse approximate
inverse matrices. The approach is based on the observation that sparse approx-
imate inverses based on norm minimization [4,3,2] can easily be adapted such
that they approximate the operator quite well on a large subspace. A natural
consequence is to augment the sparse approximate inverse with a correction
term of smaller rank. This is an alternative to allowing a denser nonzero
pattern for the sparse approximate inverse. We will present techniques for
the construction of the correction term. As one part of the construction in
the symmetric case, one can use an approximate QR decomposition to detect
certain columns of the residual matrix for the correction term [1]. However,
the construction can be generalized to the unsymmetric case. We will present
several examples to illustrate the effectiveness of this new approach.
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